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Solve multi-agent reinforcement learning by using Approximate achievable-sets using a fixed This polytope representation can be used to
achievable-sets instead of values (Murray & Gordon 2007). collection of half-spaces (MacDermed & Isbell 2009). dramatically improve performance by (this paper):
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