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Circles represent states, outgoing arrows represent
deterministic actions. Unspeci�ed rewards are zero.
Previous algorithms could not solve this game.

An Example Game (The Breakup Game):

Solve multi-agent reinforcement learning by using 
achievable-sets instead of values (Murray & Gordon 2007).  
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Results: We provide the �rst approximation 
algorithm which solves stochastic games 
to within ε absolute error of the optimal 
game-theoretic solution, with running 
time polynomial in the error bound and 
the number of states and joint-action.

replaces ‘max’ in single agent RL
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Achievable sets of
all joint actions

{Q(s,a)} 

De�ne the set of 
correlated equilibrium
equilibria({Q*(s,a)})

Approximation Using
Set of Hyperplanes

Final Achievable Set
of initial state

The tractable backup of achievable sets:  (an iteration consists of a single backup for each state)
The state shown being 
calculated is an initial 
rock-paper-scissors game 
played to decide who goes 
�rst in the breakup game 

subject to:     these inequalities

Each LP changes 
slowly from iteration 
to iteration, 
granting very fast 
results when we 
start the LP from the 
previous solution
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Minkowski sums 
can be very 
e�ciently 
computed using 
our regular 
polytope scheme

Value
Computed:
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The �nal achievable-set
for player 1’s state

achieved by player 1 
passing, followed by 
player 2 exiting w.p. 0.55

Set is closed and convex 
as any interior point can 
be achieved by 
randomizing between 
the extreme points

Extreme point (1,-0.5) is 
achieved by player 1 
passing, followed by 
player 2 exiting
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QPACE: Karthik Narayan

Lora Weiss

0.1

1

10

100

1000

0 100 200 300 400

0.1

1

10

100

1000

10000

2 4 6 8 10

0

100

200

300

400

500

600

0 10 20 30

0

20

40

60

80

100

0 20 40 60

Joint-Actions

W
al

l T
im

e 
(s

)
W

al
l T

im
e 

(s
)

W
al

l T
im

e 
(s

)

W
al

l T
im

e 
(s

)
W

al
l T

im
e 

(s
)

Precision (ε) States

Players

IterationSuccessor States

Av
g.

 L
P 

Ite
ra

tio
ns

A) B)

D)C)

E) F)

QPACE QPACE - without caching MI09

0

10

20

30

40

0.00020.0020.020.2

0

200

400

600

800

1000

0 5000 10000

This polytope representation can be used to 
dramatically improve performance by (this paper):
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Approximate achievable-sets using a �xed 
collection of half-spaces (MacDermed & Isbell 2009). 

Achievable sets are 
approximated using 
regular half-spaces with 
a �xed set of normals.

O�sets are contracted 
to construct an 
overestimate. Normals 
remain constant.

Permitting very fast Minkowski sums

Transforming multi-objective LPs
into a series of single-objective LPs

Preventing sets from changing dramatically, 
allowing linear program solution caching

Eliminating vertex computation


