Point Based Value Iteration with Georgia Liam MacDermed
Optimal Belief Compression for Dec-POMDPs Tech  Charles L. Isbell

Belief Expansion (from original model)
Problem: An agents’ belief set has doubly exponential growth with the horizon due ' Results on Benchmark Problems
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= S =S X O’ with factored state s = (w, 01,01,--+ ,0p,0,) € S’ Utility | [T | Utility | [T} | Utility | [T
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: Utility achieved by our PBVI-BB-DecPOMDP algorithm compared to the pre-
- s/ = (s 0y, 1,--- 0, 1) is the initial state distribution [ O Q] Q viously best known policies on a series of standard benchmarks. Higher is better. Our
d algorithm beats all previous results except on Dec- Tiger where we believe an optimal policy
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Problem: How can we centralize the model in order to make the problem tractable? Problem: The Belief POMDP has an exponential action Problem: Problem: How do we solve a Cooperative
space corresponding to joint-strategies. Bayesian Game (CBG) efficiently given that
Key Ideas:  Factor the state so that it contains each agent’s current belief. it's NP complete?
Beliefs are only labels and can be decoupled from history. Key Idea: = Modify PBVI so that instead of finding the
We can convert a BB-DecPOMDP into a POMDP with exponential actions best action (e.g. strategy) exhaustively, solve Key Idea:  Solve for a deterministic agent normal
corresponding to strategies of a CBG by utilizing the fact that the common knowledge the corresponding CBG. form correlated equilibrium. This is an ILP.
distribution over joint-beliefs is a sufficient statistic for planning (previously proved) The linear relaxation is very often integral.
Formal Inputs:  DecPOMDP M, discount ~y
Formal Belief-POMDP (A’,S’, O’, P/, R’, s"©)) converted from Solution: o b@iief})wn@s \(F%I, stopping criterion e Formal Solution:
. tput: t
Solution: BB-DecPOMDP (N, A, S, O, P, R, 5! (with belief labels ©; for each agent). -
1: (N,A,O,S,P, R,s(0)> < BB-DecPOMDP approximation of M Maximize: Vs (b) = Z b(s) y y P(S/|S, d»)(x(s/)Xa oes
Factored states: S’ =S x [][._; © with (w,0q,---,0;,) € S’ 2: BY < sampling of states using a random walk from s(%) ) SeS STA SeS ’
where w € S is the underlying state i Eepzt{mmin/% o Bomin/ )} Over: x e {0, 1Sl e
and 0; € ©; is agent 1i's belief. 5: B<«BY, T<«Il'; TV« Subiect to: T . e
. . 6: while B # () do ubject to: For each agent 1, joint-type 0, an
No observations: O" = {} o 7. b < Rand(b € B) partial joint-actions of other agents d_;
Actions are strategies: A’ = [, [ ;2] As i a <= T'(b) L .
(one action for each agent for each belief) 1(9)2 ;)fz.ojib(;p;m;a(lb[)) ﬂﬁ;:f integer program solving CBG at b ;\ Xa@0 = X(a@.,0.)
Transition function: P'(s’[s,a),= ) 4 ,_o P(w’, olw, (ae, -, ag,)) 11: a <= o e
where ag, is the action agent 1 would take in belief 0;. g tl‘:)::llI;) g% do for ean (5 © (€% ;\Xa,e al
Reward function: R'(s,a) = R(w, (ag,, -, ag )) }‘51 if Oé(b) >BFZ(>b) then foreach 0 €@, de A: xgg9 >0
Initial state: s/\% = s(© 6 until T/ — Pj er/

17: return I




