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Abstract

We present Propagation Networks (P-Nets), a novel ap-
proach for representing and recognizing sequential ac-
tivities that include parallel streams of action. We repre-
sent each activity using partially ordered intervals. Each
interval is restricted by both temporal and logical con-
straints, including information about its duration and its
temporal relationship with other intervals. P-Nets asso-
ciate one node with each temporal interval. Each node is
triggered according to a probability density function that
depends on the state of its parent nodes. Each node also
has an associated observation function that character-
izes supporting perceptual evidence. To facilitate real-
time analysis, we introduce a particle filter framework to
explore the conditional state space. We modify the origi-
nal Condensation algorithm to more efficiently sample a
discrete state space (D-Condensation). Experiments in
the domain of blood glucose monitor calibration demon-
strate both the representational power of P-Nets and the
effectiveness of the D-Condensation algorithm.

1 . Introduction

Automated recognition of daily activities can provide
the contextual information necessary to implement a
wide range of assistive technologies, smart appliances,
and aware environments. To this end, there has been
extensive research in developing systems that recog-
nize, annotate, or respond to the activity of a user (e.g.,
[1, 3, 4, 7]). Most of these approaches consider activity
as a temporally ordered single stream ofinstantaneous
events. The underlying representations are typically fi-
nite state machines (FSMs) (either deterministic [6] or
probabilistic [17]) or an extension such as context-free
grammars [9, 11, 12]. Detected events cause transitions
in the graph and a successful transition through the entire
graph implies the recognition of the represented activity.

In this paper we present an alternate approach. First,
we presume that elemental or primitiveintervalsare the
basic units that are sequenced to define higher level ac-

tivities. Second, we assume that there are temporal and
logical constraints that can enforce triggering relation-
ships between actions. Take, for example, the activity of
reading a book, which we might characterize as follows.
To reada book, a person needs toretrievethe book,open
it, look at it for some length of time, and thenclosethe
book andreturn it to the shelf. Each of these steps has
temporal extent, and some intervals occur in parallel. For
instance, during the interval oflookingat the book, there
may be occasional intervals offlipping the pages.

We have devised a representational mechanism and in-
terpretation method that explicitly encodes these aspects.
We begin by describing the overall framework — aProp-
agation Network (P-Net)— and how it differs from typ-
ical graphical model representations in terms of both in-
stantaneous evidence and temporal evolution. Next, we
present a discrete particle filter based search algorithm
(D-Condensation), that seeks to find an interpretation of
the observed activity that maximizes the overall likeli-
hood subject to the encoded constraints. We demonstrate
the effectiveness of the P-Net by presenting recognition
results on 41 video sequences depicting a person cal-
ibrating a blood glucose monitor. Using vision-based
hand and object tracking along with state information
measured directly from the glucose monitor, the P-Net
not only recognizes successful execution of a calibra-
tion procedure but also identifies omissions when the
user misses a step. Finally, we compare the P-Net ap-
proach with previously proposed stochastic context free
grammar (SCFG) methods and discuss some important
advantages exhibited by P-Nets.

2 . Previous Work and Motivation

There has been considerable research exploring how to
represent and recognize activity. Here we only mention
those efforts that contribute directly to the current pro-
posal.

Starting with Yamato [18] and continuing predom-
inantly in the gesture recognition community (e.g.,
[17]), researchers have turned to hidden Markov mod-



els (HMMs). The appeal is obvious: HMMs provide
solutions to the representation, recognition, and learn-
ing problems [15]. There are several difficulties with
this approach however, of which the most severe is the
complexity of representing concurrent actions. It is not
uncommon to have sequenced primitives with parallel
tracks, each of which needs to be completed before con-
tinuing on to some later action. A major difficulty with
an HMM or other FSM representation such as those de-
scribed above or in [6] is that the system can only be in
one state at a time, and the transitions across states are
instantaneous events. One notable approach to remedy
this situation is found in [5], where multiple networks
are coordinated.

In an HMM, at each point in time there is a prior den-
sity on the state distribution determined by the previous
time step, and the likelihood of the current measurement
depends only on the current state. This structure is ex-
ploited by dynamic Bayesian networks (DBNs) where
at each time step the posterior probability at timet be-
comes the prior probability for timet + 1. DBNs have
been used to assist tracking and also for decomposing se-
quences into their independent processes [10]. The rea-
soning mechanism of Propagation Nets proposed here is
closely related to DBNs.

Finally, activities are often composed of partially or-
dered, sometimes parallel, finite duration intervals. For
example, “the chef is holding the knifewhilehe is chop-
ping ingredients” includes parallel actions. Very few ap-
proaches that can express this kind of relationship have
appeared in the recognition literature. One exception is
the work of Pinhanez [14] that employs a simplified ver-
sion of Allen’s interval algebra to reason about temporal
constraints. Within that system one can naturally repre-
sent, for example, that two intervals may occur in paral-
lel (or in arbitrary order) and both must complete before
a third begins.

Our work is largely motivated by the desire to cre-
ate assistive technology within a domestic environment.
In this paper, we focus on the specific activity of cali-
brating a blood glucose monitor, a common task for el-
derly people who develop late stage diabetes. Though
these devices are promoted as being easy to use (“only
3 steps”), careful task analysis shows that as many as 52
independent operations are required [16]. In addition,
the long series of sequential tasks required for success-
ful blood glucose monitoring are sensitive to procedural
errors and may lead to health risks if performed incor-
rectly [13]. For the activity models in this paper, we use
a slightly coarser granularity resulting in 14 identifiable
steps. These steps are shown in the conceptual P-Net
representation of Figure 1.

3 . Representing Sequential Activity

Consider again the example of reading a book. The prim-
itive intervals as well as the temporal relationships in-
clude, “first, [A] fetch the book;next, [B] look at the
book while occasionally [C] flipping the pages;finally,
[D] put down the book.” Even this relatively trivial ex-
ample suggests that we need a variety of relationships to
represent activity:

Sequential streams:There is a natural partial ordering
of components.

Duration of elements: The primitives are not events
but have temporal extent.

Multiple, parallel streams: Many intervals may occur
in parallel.

Logical constraints: Some intervals can be satisfied by
a disjunction of sub-intervals.

Non-adjacency: Sequenced intervals may not meet but
may only be ordered.

Uncertainty of underlying vision component:
Extracted features will always be noisy.

Given these observations, we need an activity model
that can (1) represent an activity by a collection of el-
ements each of which corresponds to a temporal inter-
val primitive, (2) encode temporal and logical constraints
between these elements, and (3) permit efficient compu-
tation that determines when a sequence of observations
is an example of performing the activity.

3.1. Conceptual overview of Propagation
Networks

To incorporate the above characteristics of activity, we
propose a new representation schema, Propagation Net-
works (P-Nets), and a corresponding inference algorithm
called D-Condensation.

A P-Net represents an activity by associating one ac-
tion node in the network with each primitive action in
the activity. Two dummy nodes, representing the start
and end of the activity, are also included. Links in the
network correspond to partial order constraints between
pairs of actions. Figure 1 provides an example of a con-
ceptual diagram for the P-Net that represents the blood
glucose monitor calibration task.

Due to space limitations and to improve clarity, the
formulation given here does not permit cycles in the net-
work. Such cycles correspond to multiple occurrences
of the same set of primitive actions. The P-Net formal-
ism, however, does not preclude the representation of
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Figure 1: Conceptual diagram for the glucose calibration task

cycles, and only requires a straightforward extension ac-
complished by using a slightly more complex definition
of the directed links.

Each action node includes a duration model. The state
of each node, described in detail in the next section, in-
cludes the time that the node (most recently) started and
its duration. The duration model encodes the probabil-
ity that the node will remain active during the next time
step, based on the node’s current duration and the state
of its parent nodes.

We enforce the temporal and logical constraints from
parents using joint conditional probability functions.
Following standard graphical model notation, multiple
arrows entering a node implies a joint probability func-
tion for the child node conditioned on all of the parent
nodes. The joint conditional probability depends on how
long the parent nodes were active and how long the child
node has been active. Through this conditional distri-
bution, both the temporal constraints and the duration
model governing each node are enforced. Note that ev-
ery node has a self-link that is not explicitly represented
in the conceptual diagram of the P-Net.

Finally, each node in a P-Net has an associated evi-
dence component, the behavior of which is characterized
by a probabilistic observation model. The evidence com-
ponent in our experiments is a simple Bayesian network
that integrates information from low-level vision detec-
tors (see Figure 3). Though most of the evidence compo-
nents are instantaneous, they could span a duration such
as a backward looking HMM that detects primitive ac-
tions [9].

3.2. Computational schema of P-Nets
The actual computation in a P-Net is carried out on
a DBN style schema. A P-Net is defined asP =
{R, Φ, B, Θ, O} as described below.

R: the random variable set representing the states of
the P-Net. We define the state of each node at timet to
be the tuple〈s, d〉, wheres is the time when the node
started andd is the duration that it was (or is) active.
Also, we say a node isnil if there has been no acti-
vation within some history window. Therefore, at time
t, the state set for nodei is defined as(∅)⋃〈s, d〉 for

d ≥ 0, s + d ≤ t. At each time step, we associate
one random variablert

i with each action-node and let
P (rt

i) = P (rt
i = 〈s, d〉). The overall state of the P-

Net at timet is Rt = {rt
i}. SinceRt−1 d-separates

eachrt
i of Rt, we haveP (Rt|Rt−1) =

∏
P (rt

i |Rt−1).
Finally, sincert

i is a proper random variable, we have
P (rt

i = ∅) +
∑

s,d P (rt
i = 〈s, d〉) = 1.

Every node inR is eitheractiveor inactive. At time
t, any nodert

i = 〈s, d〉 is considered active ifs + d = t
and inactive ifs + d < t (note thats + d > t is not pos-
sible since the model can not see into the future). Each
active node determines its own state in the next time step
and can remain active, while inactive nodes serve as par-
ents and conceptually ignite their child nodes. It is this
sense of a node being ignited, then finishing, and finally
igniting the following node that serves as the origin of
thePropagation Netname.

Φ: the causal relationship links in the network. The
causal relationshipΦi for rt+1

i defines the state transition
of a node at each time step. It is defined over the joint
set ofrt

i and allrt
j wherej enumerates the parent nodes

of i.
In principal,Φ could be quite arbitrary, much like that

of DBNs. However, unlike DBNs we include duration
modeling in the P-Net structure. This has the possibility
of combinatorially exploding the dimensionality of theΦ
function. Therefore we constrain this causal function by
partitioning it into three mutually exclusive conditions:

1. If any of the parent nodes are active in the previous
time step, the child node must remain inactive. This
is a simplifying assumption that enforces a staged
traversal through the network. We call this situation
Φ1.

2. When the nodei is active at timet, (formally rt
i =

〈s, t − s〉), Φ2 depends only on how long the node
has been active. That is, once a node is active, only
its duration model impacts the likelihood of contin-
uing in the active state.

Presently, we use Gaussian duration models
N (ui, vi) with meanui and standard deviationvi.



We define

Ψi(d) = (
∫ ∞

d+1

Ni(ui, vi)/(
∫ ∞

d

Ni(ui, vi))

as the probability that a node will be active for a du-
rationd+1 at timet+1 if it was active for duration
d at time t. Its compliment is the probability that
the node will become inactive.Φ2 is defined byΨ.

3. The remainder of theΦ PDF is called the activa-
tion function. This is the case where nodei is not
yet active and its parents are no longer active. This
“triggering” probability function is restricted to be
a function of the time between parent termination
and the current time,t − (sj + dj) for all parents
j. This restriction again reduces the combinatorics
of the conditional probability function and allows
the system to be trained on a reasonable amount of
data.

B: the observation model. Every node has an obser-
vation modelB(ot

i) = P (ot
i|rt

i), which can be discrete
or continuous. In the experiments presented below, we
chose to use continuous observations with Gaussian dis-
tributions. However, there is no fundamental limitation
restricting the allowable distributions used in a P-Net.
Our current choice forB has the property that all active
states of nodei conform to one Gaussian distribution,
(Ni(µactive, vactive), while all of the inactive states con-
form to another,Ni(µinactive, vinactive).

Θi: the initial distribution ofr0
i : Θi = P (r0

i ). We
usually assume that the P-Net starts in a dummy initial
node.

O: the actual observation sequence,ot = {ot
i}. The

observation sequence is usually anN dimensional se-
quence as there is one observation per node. Thus, for a
P-Net withN nodes and an activity of lengthT frames,
the observation sequence can be represented as anNxT
matrix.

4 . Activity Recognition with P-Nets

As a tool for activity recognition, we need methods for
addressing the following problems:

1. To allow classification of an observation given sev-
eral P-Nets, calculate the probability of an observa-
tion sequenceOT given a P-Net.

2. To determine the times and durations of the actions
that compose the activity, compute the most likely
internal state sequence given a P-Net.

3. To train the network, compute the most likely P-Net
parameters given the observation sequenceOT .

Analogous to the Viterbi algorithm for HMMs, the
first two issues can be addressed simultaneously since
the probability of the most likely internal sequence can
be used to approximate the total observation probability.
This state sequence can be computed from:

P (Rt+1|Ot+1) =
∏

i P (rt+1
i |Ot+1

i )
= c · P (Rt|Ot) ·∏

i P (rt+1
i |rt

j)P (ot+1
i |rt+1

i ),
(1)

4.1. D-Condensation
A P-Net specifies the PDF over all of the states at each
time step,i.e., ∀i : p(rt+1

i |rt
i , r

t
j) wherej specifies the

parents of nodei. Although the number of nodes in the
P-Net may be relatively small, each node’s state set can
be quite large. The state set is a discrete distribution over
all valid 〈si, di〉 pairs, wheres can take any value in
a fixed temporal window extending backward from the
current time. Due to the large size of each state set, stan-
dard Bayesian net inference algorithms are infeasible.
In this section we introduce Discrete Condensation (D-
Condensation) to efficiently search throughRt at each
time step.

We represent the possible states of the P-Net as a set
of weighted particles. Each particle is comprised of at
least one and potentially several tokens, and each token
represents one active, parallel action stream. The tokens
maintain their history and also store the current node’s
state (i.e., 〈si, di〉). The Condensation algorithm pro-
vides one approach for propagating these particles for-
ward through time. However, since in a network withN
nodes and a window size ofw there areO(w2N ) possible
states, standard Condensation is impractical. In addition,
Condensation with importance sampling [8] is precluded
by the difficulty of building a viable importance function
in this space. The main difficulty for standard particle
filters is that they will quickly force all of the particles to
be the same or nearly the same as the most likely particle.
In addition, the propagation mechanism causes most of
the particles to follow very similar paths through the net-
work. This over-clumping of particles has been observed
in other research [2]. The implication is that exploration
of the state space is very slow, and a huge number of
particles is required to explore low probability paths.

We therefore propose D-condensation by taking ad-
vantage of the limited branching factor of P-Net states to
improve efficiency. For example, when nodei is active
at time t, rt

i = 〈s, t − s〉, the next step must be either
rt+1
i = 〈s, t − s + 1〉 or rt+1

i = 〈s, t − s〉. We need
not explore other state possibilities. For any particle, we
may generate at mostO(2J) subsequent particles, where



J is the size of the largest cut set in the P-Net that sepa-
rates the dummystart node from the dummyendnode.
So forM particles, at mostM · 2J calculations are per-
formed. To further reduce the computation load we use a
beam search and merge all particles with the same state
by removing all but the most probable. Though this up-
per bound is still exponential in the worst case, in prac-
tice the maximum number of surviving particles is small.
Experimental results are presented in Section 5 that ver-
ify this claim and, in fact, show faster than real-time per-
formance.

According to the observation model, even if there is
no active node, there is still a small probability,L, that
any current observation can be seen. Since we only care
about comparing particles,L can be deemed a constant
and divided out in each time step. Equation 1 can thus
be further simplified as:

P (Rt+1|Ot+1) = c · L · P (Rt|Ot)·∏
P (rt+1

i |rt
j)P (ot+1

i |rt+1
i )/P (Ot+1

i |∅),
(2)

where nodei is active,c is a normalization constant and
L =

∏
P (ot+1

i |∅).
In this manner, we can iteratively obtain the distribu-

tion ofP (R|O). And, at the end of the activity sequence,
the best interpretation will correspond to the history path
of the most likely particle.

4.2. Training

Three elements of the P-Net can be learned from training
data: the Gaussian duration model, the inter-link proba-
bility, and the observation model. The temporal and logi-
cal relationships between nodes, however, are prescribed
by a knowledge engineer when the model is designed.

To initialize the training, we use manually labeled
data sequences to estimate the observation model and
the Gaussian duration model. Then we use a standard
EM algorithm to improve these estimates using unla-
beled data.

To facilitate training on a relatively small number of
unlabeled data sequences, we further decompose theΦ
function into noisy-and and noisy-or functions. This
implies independence between parent nodes and allows
each link to be trained separately.

For each training sequence, the highest probability in-
ternal state sequence is computed using the initial P-Net.
Then, the observation segmento(i,k1), ..., o(i,k2) for node
i which corresponds to the activation of the node accord-
ing to the internal state sequence is used to update the
estimates for the duration model, inter-link probability,
and observation model.

4.3. Classification

In real world applications, people who perform activities
sometimes make mistakes. Such mistakes deviate from
the ideal activity described by the P-Net in the form of
insertion errors, which are unexpected actions, and dele-
tion errors, which are skipped actions. This leads to three
possible classifications for an observation sequence: (1)
a correct example, (2) an almost correct example with a
small number of mistakes, and (3) a negative example.
P-Nets are capable of dealing with insertion errors and
deletion errors. The inference algorithm will ignore the
input that does not contribute to the sequence interpre-
tation with only a small penalty. P-Nets deal with dele-
tion errors by using low probability data to push through
the missing nodes. Such hallucinations can be detected
by checking the history path. If

∏
P (oi,k|Ri) is below

a threshold or the activation length is less than another
threshold, the node is considered to be hallucinated.

If the best particle is able to reach the final dummy
node with a probability below a learned threshold, the se-
quence is classified as anegativeexample. Otherwise, if
a further check through the history of the particle reveals
no hallucinations, then it labeled as acorrectsequence.
If hallucinations do exist, then it is consideredalmost
correct. Thus, P-Nets can not only label the whole se-
quence as one of three categories, but also label each
frame and automatically detect any missing nodes.

5 . Experiments

We present our experiments with the glucose monitor
calibration task as define by the P-Net depicted in Fig-
ure 1. As mentioned, this domain is of current interest
as we explore the application of assistive technology for
elderly care.

5.1. System architecture

The system is constructed in a layered framework as
shown in Figure 3. At the bottom most layer is an input
stream of raw sensor information, in our case both video
frames and an RS232 stream from the glucose moni-
tor itself. The RS232 stream provides basic information
about the state of the glucose monitor which is also avail-
abe visually from the device’s screen. A tracking mod-
ule, described in the next section, provides (x,y) location
and relative distances between objects. The tracking in-
formation and the device state serve as input to Bayesian
networks that assert instantaneous primitives such as un-
screwing the cap or reading results from the monitor’s
screen. These Bayesian networks serve as the observa-
tion models for the P-Net, which is represented at the top
of the system architecture diagram.



Turn it on [44] Unscrew Cap [229]

Solution Drop [256] Screw Cap [288]

Insert Strip [329] Mark Ctrl [655]

Figure 2: One of our test data sequences with the P-Net shown
below it for various actions. [·] shows the frame number in the
sequence. The color of the action nodes in P-Net shows P-Net
belief on whether the action is occurring. (Refer to Figure 1 for
the actions represented by the nodes.)

5.2. Tracking and observation data
To provide visual input, we constructed an indoor vision
tracking system that uses particle filters to track multi-
ple objects including hands, the testing strip, the liquid
bottle, and the glucose monitor.

We create one tracker for each object and randomly
initialize its particle locations. Each particle is repre-
sented by a 3-vector,xt = (tx, ty, rθ, ), wheretx and
ty are the translation alongx and y directions respec-
tively, andθ is the angle of rotation in the image plane.
Two statistical features, color histograms and orientation
histograms, are used to measure the similarity between
the image and the template corresponding to the particle
state and thus allow computation of the particle likeli-
hood. Both of these features are computationally sim-
ple and insensitive to variations in image scaling and ro-
tation. Figure 2 gives some tracked key frames of the
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Figure 3: System architecture

glucose monitoring sequence with each key frame repre-
senting one salient event node in the P-Net.

5.3. Modeling glucose monitor calibration
We built a 16 node P-Net representation for the standard
glucose monitor calibration procedure. Then we had
three subjects perform a total of 21 correct sequences,
10 missing-one-step sequences and 10 missing-six-steps
sequences. For training, we used six correct sequences,
and saved the rest for testing.

The middle level output from the Bayesian networks is
quite poor, as the low-level detectors generate too many
false alarms. The temporal constraints encoded in the P-
Net, however, cause the final labeling to be much better.
An example comparing theshaking action is shown in
Figure 4.

In our experiments, D-Condensation never generates
more than 1,967 particles and the number of unique
active particles never exceeds 238. Considering every
node has a temporal window length of at least 50, which
makes the number of possible states for each node at
least 1,250, we see that the D-Condensation algorithm
uses a relatively small number of particles to explore the
state space. D-Condensation is very fast. The overall
frame rate on pre-processed observation data (i.e.,on the
output of the Bayesian network layer) is over 122 frames
per second. This is faster than real time and more than
sufficient for real world applications. The computational
statistics are summarized in Table 3.

The final results are shown in Table 1. All correct se-
quences are recognized. Eight out of the 10 missing-one-



Table 1: Overall evaluation
Sequence Total Correct Almost Negative
Category Right
Training 6 100% 0% 0%
Correct 15 100% 0% 0%

Missing One 10 20% 80%† 0%
Missing Six 10 0% 50%‡ 50%

† All 8 claim missing that step; 2 of 8 claim missing an extra
step; 1 claims missing extra 2.

‡ 3 claim missing 5 nodes, 2 claim missing 6; all 5 at least
claim 3 actual missing steps.

Table 2: Labeling individual nodes
Individual Overall Correct Correct

Node Success† Positive‡ Negative∗
B:TurnOn 0.9999 1.0000 0.9999

C:RdIdScreen 0.9901 0.9956 0.9897
D:RdIdSstrip 0.9893 0.9333 0.9909

E:PressC 0.9787 0.2344 0.9998
F:Equal 0.9847 0.9267 0.9908

G:ShakeIt 0.9590 0.6003 0.9738
H:Unscrew 0.9563 0.5041 0.9857

I:DropIt 0.9827 0.8584 0.9941
J:Insert 0.9878 0.8643 0.9961
K:Wait 0.9964 0.9987 0.9958

L:ReadResult 0.9966 0.9847 0.9991
M:MarkCtrl 0.9983 0.9720 0.9993
N:TurnOff 0.9967 0.8997 0.9997
O:screw 0.9476 0.6629 0.9617

Average 0.9839 0.8709 0.9914

† Overall Success is the average of all nodes.

‡ Correct Positive:number of correctly labeled positive frames
over number of all positive frames for nodei

∗ Correct Negative:number of correctly labeled negative
frames over number of all negative frames for nodei

step sequences are identified, while the other two are la-
belled as correct. Checking back with ground truth, we
find that the mistakes are caused by insertion errors in
the vision module and that the insertion errors make the
sequences statistically indistinguishable from correct se-
quences. We label five of the missing-six-steps testing
sequences as totally wrong and label five as almost cor-
rect.

The results can also be evaluated by labelling
each frame. This provides 16 binary values per
frame, each specifying whether a particular node
in the P-Net is active or inactive. By compar-
ing these labels with ground truth, we can com-
pute the overall-correct-ratio as[correct positive +
correct negative]/[all frames], the correct-positive-ratio
as [correct positive]/[all positive], and the correct-
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Figure 4: Comparison of P-Net labels with ground truth and
low-level vision output

negative-ratio as[correct negative]/[all negative]. Such
statistics for the test sequences are available in Table 2.
Though the individual labelling ratios have a fairly wide
range, the overall correct ratio for any sequence is very
high (over 98%), and the average correct-positive-ratio
is also over 87%.

Table 3: Overall computational performance
Measure Data

Sequence Length Range [232, 928]
Average Speed (frames/sec) 122.7
Maximal Distinctive Particles 238
Maximal Subsequent States 1967

5.4. Comparison to SCFGs
To provide a comparison to P-Nets, we created a model
of the blood glucose calibration task using a stochas-
tic context-free grammar [9, 12, 11]. We associated
one event in the grammar with every node in the P-Net.
Events were detected by finding intervals of high prob-
ability in the corresponding low-level observation prob-
ability signal, p(Oi). For each interval, an event was
generated every 45 time steps and inserted into the event
stream.

A stochastic grammar must explicitly represent all
valid event orders. For this experiment, we enumerated
all 1,624 event sequences implicitly represented by the
P-Net. They were encoded in a stochastic grammar as a
single rule with many equally likely production alterna-
tives.

The stochastic parser found valid parses for all 21 of
the correct sequences. We measured accuracy by calcu-
lating the percentage of symbols in the most likely parse
that fell within the correct range according to the ground



truth data. Over the 21 sequences, 62.8% of the sym-
bols were within the correct range. We attribute this rel-
atively low performance to the lack of duration models
within the grammar, which causes the parser to be more
susceptible to noisy events and to accept temporally un-
realistic interpretations.

Computational complexity concerns made parsing the
erroneous sequences difficult. Unlike a P-Net, recov-
ering from deletion errors in a stochastic parser incurs
an exponential penalty. Thus, parsing the missing-six
data set was infeasible. The parser was able to find valid
parses for all 10 missing-one sequences, but only after a
restricted grammar (35 alternatives) was used and dele-
tion recovery was limited to only one consecutive event
hallucination.

6 . Conclusion

The P-Net and the associated D-Condensation algorithm
provide a natural and efficient way to integrate temporal
and logical relationships in daily activity. Experiments
show that they are robust and efficient with regard to real
activities, even in the presence of insertion and deletion
errors.

Our architecture not only provides an activity recogni-
tion method, but also a real-time control method. It can
tell what is happening and also what is expected to hap-
pen. This is a very powerful tool for focusing a vision
system on highly interesting areas to extract relevant in-
formation.

In conclusion, P-Nets have two major advantages over
traditional techniques. They can represent an activity
with parallel action streams and provide a better model
of the world by representing temporal intervals rather
than instantaneous events.
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