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ABSTRACT
A prototype system for implementing a reliable sensor net-
work for large scale smart environments is presented. Most
applications within any form of smart environments (rooms,
offices, homes, etc.) are dependent on reliable who, where,
when, and what information of its inhabitants (users). This
information can be inferred from different sensors spread
throughout the space. However, isolated sensing technolo-
gies provide limited information under the varying, dynamic,
and long-term scenarios (24/7), that are inherent in applica-
tions for intelligent environments. In this paper, we present
a prototype system that provides an infrastructure for lever-
aging the strengths of different sensors and processes used
for the interpretation of their collective data. We describe
the needs of such system, propose an architecture to deal
with such multi-modal fusion, and discuss the initial set of
sensors and processes used to address such needs.

1. INTRODUCTION
Building environments that support our daily activities

has become an important research effort in recent years [24,
13, 5, 16, 20, 2]. Such environments include rooms, offices,
automobiles, homes, etc. For applications beyond simple
automation, these environments require both an explicit in-
terface and an implicit inference engine to allow for effective
interaction with inhabitants/users. An explicit interface in
such environments requires development of off-the-desktop
types of interaction (e.g., speech and gestures), while an im-
plicit inference engine needs to reliably determine who the
user is, where the user is, what is being attempted, and
when. Both these explicit and implicit interfaces need to
reliably work over extended periods.

Several applications are under development that require
very specific types of “awareness” on the part of the en-
vironment. For example, the Digital Family Portrait can
non-invasively and privately monitor and report the level of
daily activity for an elderly parent to a trusted group [18].
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The Family Intercom needs to know where family members
are and what they are doing [19]. It is particularly impor-
tant that context about the status of the callee be commu-
nicated to the caller, so that the appropriate social proto-
col for continuing a conversation can be performed by the
caller. An adult son may want to phone his mother living in
another city to see how she is doing, but he does not neces-
sarily want to wake her up from a nap in the process. In an
ideal world, one would prefer not to have to resort to those
measures. Having a fully “aware” environment of where its
residents are with a high degree of reliability and a building
that knows who is in what room are therefore significant
capabilities required to provide many of the services being
considered.

In this paper, we are also primarily dealing with a system
that leverages off rich multimedia streams (specifically audio
and video processing and interpretation). Our long-term
interest is to merge these with other forms of sensing. We
are also emphasizing passive sensors within the environment
and not worn on the person. We expect those also to merge
in the later part of the project.

Passive sensing technologies are far from meeting the requir-
ements of robust tracking in largely dynamical, and chan-
ging environments, over extended time frames. In isolation,
each passive sensing technology that we examined cannot
satisfy the above requirements stated. Auditory localiza-
tion, for example, under the best of circumstances gives the
location of a speaker but not their identity. Under realistic
and continuously changing conditions, dependable accurate
readings of a speaker’s location are much less certain.

The goal of this paper is to take some of the lessons learned
in the computer vision, audio, and sensor fusion communi-
ties, and apply them to the design of a infrastructure that
is robust, reliable, and near real-time. All of this done while
providing quality data and reporting with regard to where
people are, what they are doing and when they are doing it.
This paper presents a system that provides a foundation for
providing such services. The basic paradigm underlying our
work on merging and fusion of different modalities follows
our belief that exploiting a large amount of evidence from
a variety of sources can be merged and reinforced by model
knowledge through a probabilistic framework [26]

1.1 Related Work
There is much work in the area of multimodal fusion in the

military domains. However, only recently have such efforts
been considered for smart environments and for perceptual
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Figure 1: A supervisory controller selects and controls the
sequencing of perceptual processes. Multiple processes can
be active at the same time.

user interfaces. We describe some of the contributions that
are closely related to our effort. Crowley and Bedrune [6]
introduced the concept of an ensemble of visual processes
controlled by a supervisor (graphically shown in Figure 1).
The system is based on an architecture in which a supervi-
sor selects and activates visual processes in a cyclic manner.
Confidence factors accompany each observation and are used
for reasoning with and controlling each visual process. In the
figure, each reactive process receives perceptual input from
a set of virtual sensors1, shown here as microphones and
cameras, and produces commands for driving a set of device
controllers. The processes are organized as a network of
states where each state corresponds to a set of reactive pro-
cesses with associated control parameters. Multiple states
can be active at the same time, and state transitions can be
conditioned on unexpected events.

Crowley and Berard later used this framework to detect
and track faces for a video communications system [7]. Blink
detection (of the human eye), color detection, and correla-
tion were the system’s reactive processes that were used in
controlling camera movement. Our system makes use of this
concept of a supervisory controller for managing its own sen-
sor resources.

Goodridge and Kay [14] provided another example of sen-
sor fusion where acoustic and visual data are combined.
A multi-sensor-based system has been developed for con-
trolling a Pan/Tilt/Zoom (PTZ) camera for the purpose of
tracking a speaking person. A skin-tone detection algorithm
is used to identify skin pixels and to drive the determination
of face location. In addition, two microphones are used for
performing auditory localization. These two features from
the audio and vision process are fused together to provide
a measure of certainty as to the validity of an object. The
data is fused together at the pixel level rather than the sym-
bolic level to improve the detection of the speaker’s face. In
the fusing stage, the sound localization histogram is nor-
malized and mapped to pixel coordinates. From that a
conditional probability P ( face at pixel i | sound ) may be
generated and combined with P ( face at pixel i | color ) to
form a joint posterior probability. This metric is used for
image segmentation to extract the face of the speaker from
the image. This work in conjunction with [21] motivated
the audio work described in the next section.

1A virtual sensor is defined as a time sampled function,
Si(t), that is computed on a subset of the set of transducers
Ti(t) and intermediate representations Ri(t).

1.2 Our Approach
Sensors can be divided into the following classes [11]: com-

plementary, competitive, and cooperative. Complementary
sensors do not depend on each other directly but can be
merged to form a more complete picture of the environ-
ment. Competitive sensors each provide equivalent infor-
mation about the environment. A general problem with
these kind of sensors involves interpreting conflicting read-
ings. Finally, cooperative sensors work together to derive
information that neither sensor could provide [4]. This type
of fusion is dependent on details of the physical devices in-
volved (e.g., microphones and cameras).

Our system, as described in the next section (Figure 2),
is composed of a 3 layer hierarchal model. The first (lowest
layer) is the Process Supervisor layer that uses a combina-
tion of complementary and cooperative sensors. For exam-
ple, the cameras that monitor the doorway to a room act
as complementary sensors–one camera monitoring the door
for occupants walking in, and another more obliquely angled
camera monitoring for people leaving the room. The second
and third layer representing the room manager level and
the house level use the outputs of the layer below its own
as competitive sensors that provide who, when, and where
information.

The goal of this work is to leverage the inherent strengths
of different sensor types and algorithms applied to interpre-
tation of collected data for the express purpose of obtaining
reliable state information about residents within the home.
In this paper, we prototype a system that provides an in-
frastructure for doing just that. Our initial experimentation
has focused only on the use of cameras and microphones but
other devices can easily be incorporated. All of this work
is now in place in one of the rooms in the Georgia Tech’s
Broadband Institute Residential Laboratory, one of the cen-
ters of our research on Aware Homes. Further integration of
this prototype with other sensing and processing approaches
is underway. Our initial results show that using a combined
sensor approach can improve the overall accuracy of state
information of the house.

2. SYSTEM DESIGN

2.1 Audio and Video Sensors
Microphones have been set up in various configurations

and serve different purposes throughout the space. In addi-
tion to performing traditional communication functions, mi-
crophones have been set up for auditory localization, speaker
identification, and steered beam former arrays for speech
recognition. Our system in its current state has focused on
the localization capability with the other capabilities to be
added later.

Of the various methods for performing auditory localiza-
tion, time delay estimation based techniques have shown
to be more effective in our real time environment based on
[15, 21, 10]. An ideal free-field model was used and the
model parameters were estimated using a phase transform
method (PHAT). This method was chosen because it is sim-
ple, easy to implement, and provides a good response time,
but will fail with excess reverberation or when the funda-
mental model assumptions are violated.

The term video sensor refers to the abstraction of ap-
plying a computer vision algorithm to the stream of video
data captured by one of the many cameras in the house.
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Figure 2: A three layer hierarchy of Sensor Process Super-
visors, Room Managers, and a House Manager provide the
frame work for developing a reliable comprehensive system
for delivering who, what, and where information for Aware
Home applications that require it.

Various vision processes applied to this data allow for the
creation of different hypothesis that can be tested or veri-
fied with other sensor data. Tracking methods, background
differencing techniques, and face recognition algorithms are
the types of processes being applied. The visual processes
implemented currently focus on the need for occupant iden-
tification and their location.

The assumption most often violated in auditory localiza-
tion is that the average energy of the captured auditory
signal is significantly greater than that of the interfering
noise. Vision sensors enable complimentary analysis that
helps minimize the impact of invalid assumptions when they
occur.

2.2 Hybrid Supervisor/Manager Architecture
Now that we have a variety of sensor devices and pro-

cesses to supply data, we need a means for aggregating data,
making decisions, and taking appropriate actions. Various
types of server models were looked at including synchronous,
multi-threads, and asynchronous servers. The Sensor Pro-
cess Supervisor (SPS) configuration is shown in Figure 1.
Here all sensor processes (e.g., face rec., auditory localiza-
tion, etc.) feed into a central process supervisor. The func-
tion of the SPS is to collect data from complementary and
cooperative sensors, process the data, and send updates to
the camera control processes that drive the PTZ cameras.

Some sensor processes can be combined to form a pro-
cess that is capable of performing more than one method
or algorithm. This is useful for cases where you don’t want
to dedicate a particular camera to perform face recognition
solely. The SPS can choose which method or algorithm it
deems most useful for helping analyze its current data. Such
a multiplexing scheme appears to be a useful approach in our
work so far.

After processing a sample period worth of data, the SPS
sends an update to the Room Manager (RM) regarding what
”significant” events it believes have occurred. The RM takes
this data and updates its view (state) of the room and stores
the information in an occupancy or evidence grid as stated
by [17]. Examples of significant events are ”Room Occu-
pancy = 3” or that a particular occupant is speaking at a
certain location with a certain level of confidence. There is
only one RM per room and multiple SPSs per room. The
RM uses a competitive sensor model to process the informa-
tion it gets from the its SPSs.
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Color
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History
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Figure 3: The Sensor Process Supervisor collects and ana-
lyzes information from various sensor processes. Upon com-
pletion of this task, it updates its occupancy grid and sends
any event data it deems to be significant to the Room Man-
ager.

Both vision and audio sensor placements are calibrated
in room coordinates. The SPS uses these measurements to
report identified targets within a common framework to the
RM. Raw data collected by the sensors typically does not
go beyond the scope of the SPS.

A Bayesian approach for combining sensor data at the RM
as outlined by Moravec and Blackwell[17] was considered.
This framework, however, relied heavily on the assumption
that individual sensor readings were independent, which is
clearly not always the case. Cells within the occupancy grid
were instead populated with normalized probabilities based
on the sensor type, confidence measures, plausibility mea-
sures, etc.

Given the implementation of multiple SPSs per RM and
one RM per room, the next layer of integration would be
to implement a House Manager(HM), as shown in Figure 2.
This would allow for complete end-to-end monitoring of the
house. A future research goal is to have the RM and the
HM wrapped into the Context Toolkit Framework [9].

An aware environment requires historical data detailing
previous movements of its occupants. The Room Manager
is responsible for recording these events to a file for later use
and also for updating the appropriate context toolkit wid-
gets. Names of occupants are recorded if one of the identifier
processes (face recognition or speaker identification) is suc-
cessful. In addition, their locations are time stamped and
recorded along with corresponding confidence levels.

3. CORRESPONDENCES AND COMBINA-
TIONS

3.1 Sensor Configuration
Figure 4 shows a top-level view of one of the rooms with

direction North as indicated. Two cameras, one on the south
wall and one on the west wall have been dedicated to the
task of face detection and recognition. The camera on the
west wall remains stationary and focused on the entrance of
the door located on the east wall. This gives the system its
best chance at performing a correct face recognition as an
occupant enters the room. The camera on the north wall

3



Room Layout
   Top View

Room Entrance

�����
�����
�����
�����

Auditory
Localization

Face
Recognition

Motion

Tracking
Room
Origin

North

Figure 4: This layout of the room has 5 cameras and 4
microphones. The microphones are configured in a 20 by 20
cm square and are used to perform auditory localization in
2 dimensions. The cameras are configured to perform the
functions shown.

is a Pan-Tilt-Zoom camera but stays mainly focused on the
doorway entrance. This is the primary sensor for detecting
a person leaving.

The PTZ cameras are Canon VC-C3 cameras and are con-
trolled by a serial interface. Each camera is aligned such that
its center position is pointing directly perpendicular to the
opposite wall. Angles to targets can then be estimated by
reading its current position as shown in Figure 5. Using the
zoom feature of the VC-C3 will not affect this angle.

3.2 The Sensor Process Supervisor
The Sensor Process Supervisor (SPS) is a process that

takes input from the various sensor processes and provides
complementary and cooperative fusion of the data. An SPS
can support both at the same time but for simplicity, we
configured two SPSs: one for complementary sensors and
one for cooperative sensors.

The case for cooperative sensing is where we have as-
signed the two cameras on the west wall to perform tracking
tasks. Each camera process reports a list of potential ob-
jects(occupants) to its SPS along with corresponding feature
information. The SPS then performs a matching function to
make the correspondence [23]. Typical features include cen-
troid coordinates, velocity, color statistics, and timestamps.
Once an occupant has been matched, the position of the oc-
cupant is calculated for the x direction given the angles α
and β and the base length (L) between cameras as shown in
the figure 6. The calculation is:

xoccupant = L ∗ tan(α)

tan(α) + tan(β)
. (1)

From that the occupant y direction can be calculated by:

yoccupant =
x

tan(α)
. (2)

�����
�����
�����
�����

North

α β

Target

x direction

y direction

room origin

L = Base length between cameras.
L

Figure 5: Triangulation of the object angle data is used by
the SPS to estimate the position of occupants.

The case of the complementary sensing is when the face
tracker from the visual sensor is combined with the audio-
based speaker tracker to ensure the location of a speaker in
the space.

3.3 The Room Manager and Occupancy Grids
We have decided upon the usefulness of loosely categoriz-

ing the occurrence of events as: instantaneous, recent past,
and archived. Archived data is considered data that gets
logged for things like data warehousing and On-line Ana-
lytical Processing (OLAP). Recent past events are used for
developing hypotheses about residents as they move about
the house. Recent events will be archived unless they are
found later to be erroneous, in which case they are removed
from the log. Archived and recent past events are deemed
significant events.

Instantaneous events are used to formulate significant events
but are not necessarily significant themselves. All the sen-
sors report instantaneous events with no regard for their
importance. We have not formalized methods for such de-
terminations, but realize the importance of such. Crowley
and Demazeau discuss the need for the process of ‘intelligent
forgetting’ so as to prevent the internal model from growing
without limits[8].

We are looking first at keeping track of residents as they
move about the home. Our system specifically focuses on
tracking a person from the time they enter a room until the
time they leave the room.

The Room Manager (RM) is the process that is responsi-
ble for tracking significant events (namely the who, where,
and when of the occupants). It takes input from different
SPSs and formulates the state of the room. The RM uses an
evidence grid to capture the spatial knowledge of events that
occur in the room as shown in Figure 7. The work of Elfes,
Moravec, and Blackwell have shown that this approach al-
lows for the efficient accumulation of small amounts of infor-
mation from individual sensor readings into an increasingly
accurate and confident map of the environement [12, 17].
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4. RESULTS
The initial configuration has two Sensor Process Supervi-

sors (SPS) and one room supervisor. One SPS uses two cam-
eras as shown in Figure 6 to track occupants as they enter
the room. Initial analysis was done to determine the accu-
racy of using the angle calculations. Test objects were placed
at 15 different somewhat random test locations throughout
the room. The angles were estimated using the process out-
lined in this paper and compared against the actual (mea-
sured) angles. On average, our results were within 10 cm
of the target. The CAMSHIFT algorithm is used to per-
form occupant tracking with both cameras [3]. Our initial
implementation only uses centroid, velocity, and timestamp
information to achieve correspondence from frame to frame
for a particular camera. Figure 7 shows how even when the
CAMSHIFT algorithm does not lock onto the face, often
it is still well centered on the occupant’s body and hence
would not effect the accuracy of the calculations. Figure 8,
however, shows a case where the estimates could be thrown
off significantly. Heuristics based on human behavior can
help minimize these occurrences.

The second SPS uses the microphone array and a cam-
era as complementary sensors. The microphone array used
feeds into a Signalogic Sig32C-8 multichannel DSP board.
The microphones were configured in 20x20 cm square ar-
rangement and speech was sampled at 32 kHz. This pro-
vided us with approximately 19 samples of resolution as-
suming the speed of sound is 346 m/s. This rig provides
a course means for measuring the 2D location of a speaker
in a room. As a stand alone system, it was prone to pick-
ing up background noise from within the house and from
outside. Being able to determine if the signal is actually
a speech signal a priori greatly enhances its performance.
Two methods were used to help determine the presence of
voice. First, the short-term average magnitude of the audio
signal was estimated using a recursive filter. It was then
compared against a threshold value to determine if speech
was present. This lightweight heuristic helped improve the
false alarms considerably. With the addition of the face de-
tection and recognition process, the system was further able
to verify its measurements of occupancy.

The size of the room studied was 3.36 x 3.69 meters. The
evidence grid for the Room Manager was broken down into
two layers of resolution. First the room at a course level was
divided into a 3x3 element where each square element was
approximately 112x123cm. Each cell in the 3x3 grid was
further decomposed into another 3x3 grid.

The data being sent to the RM from the SPSs is viewed
as data from competitive sensors. While many techniques
exist for fusing the data received from the SPSs, we opted
first for simplicity. We took a simply histogram approach to
populating the evidence grid. Figure 6 shows the contents
of an evidence grid at the RM. The green areas in Figure 6
represents the regions of support for the hypothesis that an
occupant is in a course grain grid element. The red area
represents the most likely location of an occupant within
that support region.

5. FUTURE WORK
The goal of this research is to develop a highly reliable

means for tracking occupants moving about the house. A
next step in our current work is to be able track the hand-

Figure 6: This represents the occupancy grid maintained
by the Room Manager. The green region represents the
region of support that someone is in that space. The red re-
gion represents a less certain area of support that estimates
the occupant’s location.

Figure 7: This picture shows that even when the
CAMSHIFT tracker fails to locate the face, it still locks
onto the body and is well centered. These kind of errors
have little affect on our method.

Figure 8: This picture shows tracking errors that do im-
pact our current approach. Further feature extraction and
processing is required to resolve these errors.

off transitions between room and hall way and hall way to
other rooms as a resident moves about the house. This will
require the development of a House Manager to maintain a
presence on the state of each room. In addition, being able
to generate hypothesis from recent past events and test their
validity will help us further our journey toward homes that
are truly aware.

Another soon to be incorporated capability for audio sens-
ing is speaker identification. As it turns out, given the rela-
tively low number of occupants in a house, preliminary anal-
ysis from our DSP group has shown that speaker identifica-
tion can perform reasonably well in such an environment.
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Figure 9: This picture shows a successful recognition of
an occupant. Successful face detection here can be used to
question the kind of error shown in Figure 8.

This capability will help fill the gaps when face recognition
is not available and augment our visual analysis when both
are available.

The prototype system presented here has to be incorpo-
rated with a toolkit that allows for easy instantiation of con-
text sensitive actuators and sensors. It is for this reason, we
are pursuing the addition of this prototypical system with
Context Toolkit [9], which is serving as the primary context
manager in the aware home project. To address the compu-
tational complexity of dealing with rich multimedia streams,
we are also looking into parallel and distributed architecture
for real-time processing [22].

Finally, we are also very interested in developing proba-
bilistic methods to aid in the multimodal fusion. Towards
this end, we are implementing Bayesian Inference mecha-
nisms and belief propagation techniques that would reside
at the process supervisor (PS) level.
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