In the wake of the exposure of Volkswagen’s diesel engine test-rigging, a Bloomberg Business journalist described the company as “driven by engineering-crazed executives” (2) and The New York Times ran a story noting how with today’s complex computer systems in automobiles, there are numerous opportunities for misdeeds both by automakers and hackers (3).

With the advent of so-called autonomous or self-driving cars, such issues may become even more pervasive and problematic. From a legal perspective, a key focal point is who would be at fault if and when an accident occurs (4). Much also has been written about the ethical complexities posed by self-driving cars (5)–(6). In accordance with Moore’s Law, “[a]s technological revolutions increase their social impact, ethical problems increase” (7). Yet relatively little has been said about the ethical responsibilities of the designers of self-driving cars.

In this paper, we review Richard De George’s classic article on the moral responsibilities of engineers in the infamous Pinto case, and consider whether his analysis is valid in an era of pervasive and autonomous technologies (8). We undertake a contemporary analysis of the topic as it pertains to engineers who are designers.
of self-driving cars, including by applying the “Moral Responsibility for Computing Artifacts: The Rules,” a framework developed by an ad hoc interdisciplinary group of computing professionals, engineers, and ethicists (9). While engineers and engineering managers are not necessarily “crazed,” we argue that ethical analysis needs to be integral to the design of self-driving vehicles. Engineering and other relevant communities need to engage with the issue of what it means to uphold one’s ethical and professional responsibilities in the era of these vehicles. Designers of the technology should diligently and creatively exercise their moral sensitivity capacities in order to uphold their obligations to the public. Integrating this activity into their decision-making process is a critical element in the realm of “anticipatory technology ethics” as defined by Brey (10) and in the realm of “responsible research and innovation” as described by Sutcliffe (11).

Brey’s anticipatory technology ethics requires diligence in terms of forecasting consequences; cross-referencing a technology’s description with moral values and principles; and evaluating and elaborating on the ethical issues identified (10). Sutcliffe contends that responsible research and innovation includes an emphasis on the involvement of society throughout a technology’s development; paying close attention to ethical and environmental impacts; effective oversight mechanisms; and openness and transparency. (11) As we shall see, self-driving cars bring all of these aspects into sharp focus.

**Scope of Use and Potential Benefits of Self-Driving Cars**

Self-driving cars are starting to make their way onto the roads in the United States and in other countries. Many automobile manufacturers, including Mercedes-Benz, General Motors, Toyota, and Tesla have a keen interest in creating these cars. It is interesting to note that Silicon Valley companies, including Google, Apple, and Uber, are seeking to become key players in this market even though their history is not directly tied to the production of cars (12). According to Edward Taylor, by 2025 projected global sales of “semi-automated” cars is approximately 22.7 million, whereas for “highly automated” cars it is 9 million (13). At the present time, driving responsibilities within a self-driving car are normally shared between a human being and a computing system. The degree to which this hybrid design cedes control to a human versus an automated system varies greatly depending on the company that created the car.

The touted benefits of such cars include improved safety, in part because they could remedy problems associated with distracted driving and other human driver errors. The U.S. National Highway Traffic Safety Administration suggests the “critical reason” that accidents occur is attributable to the driver approximately 94% of the time (14). The Association for Safe International Road Travel claims that “(n)early 1.3 million people die in road crashes each year” and “[a]n additional 20–50 million are injured or disabled” due to such crashes (15). According to computer scientist Moshe Vardi, “So by automating driving, we could save about a million lives a year” (16). Along related lines, advocates of self-driving cars suggest that the accidents involving them are normally the fault of human drivers and not the technology (17). Allegedly, these cars could also increase fuel economy, decrease traffic congestion, and may ease parking-related problems (18). Furthermore, the technology may grant more mobility to those who are currently unable to drive, including those with disabilities (19).

The U.S. government has indicated its intent to support self-driving cars. In January 2016, the Obama Administration announced that in the FY 17 budget, it would request a $4 billion investment over ten years for technology R&D and infrastructure improvements related to self-driving cars (20).

**Our Focus**

Much of the discussion at the intersection of ethics and self-driving cars has to date focused on high-level ethical dilemmas that might be encountered by a self-driving car, such as the trolley problem (5), (21–22). While these dilemmas are important, many other, subtler ethical issues related to self-driving cars demand the attention of engineering, engineering ethics, and other related communities. Discussion has also tended to focus on the role of programmers or “coders” in dealing with ethical dilemmas and self-driving cars (23). While the line between a “designer” and a “coder” is not always sharp, we offer the following distinction:

- **Designer** — has a say in determining design pathways (e.g., whether the system will rely on user input); responsible for higher level decisions.
- **Coder** — largely tasked with implementing what the designer specifies; responsible for lower level decisions.

Although not all automotive designers are engineers, engineers are usually involved in the design, development, and testing of safety-critical systems. We seek, then, to discuss the ethical responsibilities of design engineers (hardware and software) throughout the process of the design, development, and testing of self-driving cars.

**De George and the Pinto Case**

The series of Ford Pintos built in the 1970s is a frequent jumping off point for analyzing engineering decision-making and an engineer’s ethical responsibilities. De George provides a thorough examination of the Pinto
case, largely through the lens of what an engineer should be ethically permitted or even required to do in response to a situation of that type (8). More specifically, what should an engineer do if the placement of the Pinto’s rear fuel tank might cause harm to the public? While we are not committed to the view espoused in the article, the article is important to examine for at least two reasons. First, De George’s article helps to bring to light many of the key ethical responsibilities that engineers have in complex, hierarchical organizations. Second, his analysis is directly connected to one of the most notorious and influential automobile engineering ethics cases (a case that is also often discussed in the context of business ethics).

De George contends that engineers must uphold the (safety) standards of the time; such standards are a minimum threshold that their designs must not fall below (8). Furthermore, he believes that customers are entitled to know how much safety a car has. He offers a list of criteria for when it is: 1) morally permissible to report an issue to the public, and 2) when it would be morally obligatory. Yet in general he suggests that engineers should not be required to challenge managerial decisions (especially since doing so may put their career on the line). He argues that the primary responsibility for correcting such problems should fall on regulators and not engineers (a view we do not embrace).

Human beings, engineers included, have a natural (psychological) tendency to react to a “disaster” and then implement changes afterward. It can be challenging to garner the necessary will and resources towards solving a problem before the problem manifests itself. Furthermore, “failure” is often seen as what instructs designers in terms of creating a safer, “better” technology (24). At least some corporations adopt the mindset of waiting for regulators and/or legal liability to push them towards the implementation of a safer design (i.e., the same effect as De George’s approach). However, as should be made abundantly clear by the deaths in the Pinto case, that type of attitude can cause significant harm to the public.

**Technical and Other Related Complexities of Self-Driving Cars**

The self-driving car can reveal several potential weaknesses inherent to De George’s view and to traditional approaches to engineering challenges. The Pinto case and many other examples of automobile safety have focused on an individual component or on interrelated set of components often with a known fault (e.g., the GM Ignition switch (25) or Takata airbags (26)). Much of the coverage of self-driving cars in the popular media has likewise been focused on components, particularly sensors for navigation and guidance, and on algorithms for safe driving (27).

A self-driving car, however, is an entire system at least part of which operates “autonomously.” According to the 2016 SAE International standard J3016, the levels of automation of self-driving cars range from 0 to 5 as indicated in Table 1 (28).

Level 2 automation is already being incorporated into existing commercial vehicle brands including Mercedes, BMW, and Cadillac. The Tesla (Model S) incorporates Level 2 and some aspects of Level 3 automation which, as discussed later, has led to some accidents including at least one fatal incident. In this paper, we primarily seek to examine ethical issues related to Levels 3, 4, and 5. A key distinction among those levels is whether the “safety-critical driving functions” are fully entrusted to an automated system (Level 5) or whether a human being is supposed to retain control over those functions in at least some situations (Levels 3 and 4).

A myriad of technical complexities, some of which are described below, could interfere with the safety and reliability of self-driving cars. For example, a typical self-driving car is estimated to contain 100 million lines of code, which is approximately 10 times the amount of code in a fighter jet (13). Software testing has always been difficult (29); this kind of complexity makes it even more challenging. We should also keep in mind that it is not just the amount of code and its complexity that is

**TABLE 1. Levels of Driving Automation**

(adapted from SAE [28]).

<table>
<thead>
<tr>
<th>Level 0 – No Automation</th>
<th>Full-time operation by human driver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1 – Driver Assistance</td>
<td>Single driver assistance system (steering or acceleration/deceleration)</td>
</tr>
<tr>
<td>Level 2 – Partial Automation</td>
<td>Driver assistance systems for both steering and acceleration/deceleration</td>
</tr>
<tr>
<td>Level 3 – Conditional Automation</td>
<td>Automated operation with human driver expected to respond to request for intervention</td>
</tr>
<tr>
<td>Level 4 – High Automation</td>
<td>Automated operation even if human driver fails to appropriately respond to request for intervention</td>
</tr>
<tr>
<td>Level 5 – Full Automation</td>
<td>Full-time automated driving system</td>
</tr>
</tbody>
</table>
problem that the sheer amount of code, especially given how such data must be processed in a short amount of time in order for a car to react promptly enough. Smooth and timely calibration across light detection and ranging (LIDAR) or other sensors is essential and difficult (32). The associated complexity is increased by potential variables such as vehicle-to-vehicle (V2V) communication, cloud connectivity, and smart highways, all of which could intensify the need to process vast quantities of information almost instantaneously.

Some of the advantages anticipated for automated cars are predicated on all vehicles being automated. If cars with human drivers are allowed to mingle with self-driving cars, an automated system will be much more difficult to design and test. However, even if human drivers are phased out, a collection of autonomous cars will still be part of a socio-technical system of enormous complexity. The design, development, and testing of swarms of robots is an area of research that is relatively young (33), but it seems clear that much progress will be required before a swarm of vehicles will be able to interact and operate safely (34). The emergence of “normal accidents” (also known as “system accidents”) is likely unavoidable due to the interactive complexity and tight coupling of the involved technical systems (35). Intentional tampering (e.g., Volkswagen Diesel emissions tests) and hacking (e.g., Jeep Cherokee case) (36) are also legitimate sources of concern.

Another consideration is whether and how the Eliza Effect (37) might manifest itself; in other words, how might users deceive themselves in terms of a self-driving car’s abilities? At times, an engineer’s design choices directly contribute to the likelihood of a user’s self-deception; for example, utilizing human-like features on a robot can lead users to inaccurately anthropomorphize the technology (38). Users already seem to have a predisposition to develop an over-reliance on digital outputs as, for example, in the case of the Therac-25 radiation therapy machine (39). Significant harm, and even death, can result from over-trust of computing technology, including in cases where it has led to airplane crashes (40). Along these lines, a study by Robinette and colleagues indicates that participants may place too much trust in a robot during a simulated emergency situation even when the robot seems to be malfunctioning (41).

An added variable is that some companies are pursuing design pathways that do not require the user to be actively involved in the operation of the car (42). The underlying paternalistic logic of harm prevention may be well-intended, but numerous unintended, and potentially disastrous, consequences could result. While the list below highlights potential user-centered problems, they have a direct bearing on the designer’s decisions and actions:

- Will the lack of control over the car cause a user to panic even when it is functioning normally?
- Which types of important information might the user miss? For example, will the user be attentive enough to notice if someone is trying to hack into the car?
- Will the user’s driving skill diminish over time (43)?
- Will the user know how to respond if the car is “in trouble” especially if there is no steering wheel or other obvious means for intervening? Or if there is, would grabbing the wheel place the user (and others) at greater risk than letting the system handle the situation by itself?

With regard to the last point, a similar issue has emerged for airline pilots when they are relying on or interacting with an auto-pilot that may be malfunctioning (40), (44). An overarching concern about normalization of deviance with regard to user behavior can certainly emerge as well (45); in short, if they are not actively, cognitively engaged in the vehicle’s operation, users will become less diligent about monitoring how it functions (to a point where it can easily be imagined that users could metaphorically if not literally become “asleep at the wheel”). These and numerous other considerations, integrally intertwined with the user’s psychology and behavior, must be taken into account by designers.

**Relying on Standards**

Many scholars, including De George, would stipulate that the “standards of the time” can serve as a crucial means...
for protecting the public from vehicle-related harms. While engineering standards are necessary, there are many occasions where they are not sufficient. This is saliently illustrated by the Pinto case where engineers satisfied rear-end collision and other safety standards of the time. Standards (whether from governmental entities and/or professional engineering societies) and regulations (federal and state) often have difficulty keeping pace with technological change, a challenge that is especially relevant to emerging technologies (46). This seems to be occurring in the case of self-driving cars where regulations and standards have indeed been slow to materialize as the technology rapidly develops (47).

Arguably, standards for self-driving cars would have to be more rigorous than they are for traditional automobiles. Established “standards” for many of a car’s safety features (e.g., front/rear impact tolerances) can be used to judge at least some of a designer’s acts. But self-driving cars bring into the picture added variables for which standards must account; for example, a designer would have to determine how to prevent users from increasing the risk to which they expose themselves if the lack of control over the vehicle causes them to override automated systems.

There will be major challenges even in the most optimistic scenario, in which the cars will have standard interfaces that will encourage reliable interactions with each other and with a central system for coordination. In a less optimistic (but perhaps more realistic) scenario, automated cars will be developed by rival corporations that will be less interested in cooperation and more interested in keeping their competitive advantage. If designers are required to protect trade secrets and market advantage while developing, testing, and maintaining their separate automated car, then achieving system-wide reliability, and verifying that reliability, will be all the more difficult.

And as was previously mentioned, auto manufacturers are pursuing significantly different design pathways (e.g., Google vs. Mercedes). Thus, it will be difficult for regulators to develop a uniform approach to safety standards. Among the crucial divides in the self-driving car industry is whether a human being should remain in the driving loop at least to some degree (Levels 2-4) or whether the system should entirely take over the driving (Level 5). There are conflicting opinions in the engineering community about whether humans should be “artificially engaged” to keep their attention focused on a self-driving car’s functioning or whether the car should be fully autonomous (48). If the former is pursued, then considerations involving the interaction between the human operator and the autonomous system such as Mean Time Between Interventions (MTBI) and Mean Time to Intervene (MTTI) are crucial for designers to address (49).

Another significant divide is whether the safety and reliability of the car’s functioning should be tied into an ongoing communication stream between the car and external systems (highway sensors, V2V, etc.) or whether the car should be “smart” enough so that it can operate independently from such input. This is sometimes referred to as the distinction between “connected” versus “automated” autonomous vehicles (50). Coordination among vehicles that adhere to these distinct paradigms will be difficult.

**An Appeal to Engineering Codes of Ethics?**

One avenue for designers to obtain guidance on professional matters is through codes of ethics. The “paramouncty clause” from engineering codes (i.e., uphold “the safety, health, and welfare of the public”) is certainly well-intentioned and important, but it can be unclear how to apply it to a particular case, especially when there is a professional difference of opinion or there is not much precedent on which to rely. Little specific guidance is provided thus far by professional codes regarding the design of self-driving cars or other “autonomous” technologies.

In general, beyond promulgating codes, professional societies might be reluctant to actively promote “aspirational” ethical behavior in part because they may lack consensus about which types of “good” behaviors should be openly endorsed. Conflicts between engineering priorities and business priorities may also limit the ability of professional societies to engage in ethics promotion and support (51). Yet aspirational behavior is precisely what is needed in the case of self-driving cars given how much of an effect the cars will have on the lives and well-being of members of the public.

**Moral Responsibility for Computing Artifacts: The Rules**

“The Rules,” championed by Keith Miller in collaboration with other computer scientists, engineers, and ethicists were created with the intent of providing guidance to the computing and engineering communities especially with respect to pervasive and autonomous technologies (9). Unlike codes of ethics, The Rules do provide specific guidance relevant to the design of self-driving cars. The Rules are presented below with an accompanying commentary for each one regarding self-driving cars.

- **Rule 1** — “The people who design, develop, or deploy a computing artifact are morally responsible for that artifact, and for the foreseeable effects of that artifact. This responsibility is shared with other people who design, develop, deploy or knowingly use the artifact as part of a sociotechnical system.” (emphasis added)
This rule assigns moral responsibility to designers among others for “foreseeable effects.” It is unclear, however, how predictable a self-driving car’s (and its passenger’s) behavior will be, especially in dynamic or unanticipated circumstances. What a designer can reasonably be expected to foresee is an ongoing source of debate, which is likely to be even more contentious with regards to emerging technologies such as self-driving cars. For example, “foreseeable use” and the designer’s “intended use” are not necessarily the same thing [52]. Yet foreseeing how the user and other entities interact with a self-driving car is particularly important, especially during testing phases; testing that ignores possible use cases will be far less effective.

Rule 2 — “The shared responsibility of computing artifacts is not a zero-sum game. The responsibility of an individual is not reduced simply because more people become involved in designing, developing, deploying, or using the artifact. Instead, a person’s responsibility includes being answerable for the behaviors of the artifact and for the artifact’s effects after deployment, to the degree to which these effects are reasonably foreseeable by that person.” (emphasis added)

Rule 3 — “People who knowingly design, develop, deploying, or use a computing artifact are morally responsible for that artifact.” (emphasis added)

This rule applies to users but the concept of “knowingly use” may be especially problematic in the case of self-driving cars; for example, when, where, and how to intervene may not be obvious to the human passengers of self-driving cars, especially in a crisis situation. Along related lines, how much knowledge about the technology’s functioning is it reasonable to assume that users have? Moreover, how transparent will companies be about how the car is designed to behave when human users circumvent its safety features (e.g., a parent places a child in the car without supervision)?

Rule 4 — “People who knowingly design, develop, deploy, or use a computing artifact can do so responsibly only when they make a reasonable effort to take into account the sociotechnical systems in which the artifact is embedded.” (emphasis added)

Placing the self-driving car on the road is not merely a mundane, incremental step akin to introducing a newer model of automobile. Self-driving cars will be embedded in complex sociotechnical systems encompassing designers, manufacturers, drivers, motorcyclists, bicyclists, pedestrians, and regulators, as well as individual vehicles, roadways, and complex monitoring and control technologies. Interactions among drivers, passengers, pedestrians, vehicles, devices both internal to the car (such as GPS) and external (such as a sensor on the road or a building), and the external environment coalesce into the formation of a highly chaotic, difficult to predict system, especially considering how humans do not always act rationally and can have vastly different risk tolerances and behavioral patterns [53–54].

Moreover, not only will the technology of self-driving cars reshape the interaction between car and driver but its introduction will necessitate and be shaped by multifaceted social, legal, and political changes. Many macro-ethical factors will come into play (e.g., differing vehicle types, infrastructure planning, and environmental planning); many policy decisions will need to be made. For example, widespread use of self-driving cars could have a significant impact on urban planning due to the removal of parking spots [48]. In addition to vehicle safety requirements, regulations will be needed in terms of where the vehicles will be permitted to operate and whether a licensed driver must be in the car [55]. Along these lines, many individuals might not have a compelling need to obtain a driver’s license and this can have far-reaching effects, including if one travels to a region that only has human-operated vehicles.

The people who design, develop, or deploy a computing artifact are morally responsible for that artifact, and for the foreseeable effects of that artifact.
Rule 5 — “People who design, develop, deploy, promote, or evaluate a computing artifact should not explicitly or implicitly deceive users about the artifact or its foreseeable effects, or about the sociotechnical systems in which the artifact is embedded.” (emphasis added)

How transparent will companies be about how the self-driving car is designed to behave, especially in dynamic or dangerous traffic situations? Market forces and other forms of competition may pressure engineers and companies to present the car as “risk free” or “of minimal risk” to human drivers and passengers. This is already happening to some degree (56). Yet Google has recently admitted that one of its cars could be blamed for an accident (57).

The first reported fatal accident involving a self-driving car occurred in May 2016. While under the control of its autopilot system, a Tesla car crashed into a tractor-trailer that was making a left turn in front of the car. A Tesla blog post suggested that since the tractor-trailer was white, it might not have been visible against the brightly lit sky to the car’s autopilot system. That same post also stated, “Nonetheless, when used in conjunction with driver oversight, the data is unequivocal that Autopilot reduces driver workload and results in a statistically significant improvement in safety” (58).

Lucas Merian notes however that “The problem for Tesla has been that while its Autopilot … offered some [SAE standards] level 3 automation, there was no way to force a driver to retake control of the vehicle; that has resulted in several documented accidents” including a fatal one (59). Merian goes on to argue that “[T]he problem … hasn’t necessarily been that Tesla’s Autopilot … isn’t performing as promised, but that drivers place too much confidence in it and take their hands off the steering wheel and their attention from the road.” Following the accident, Elon Musk asserted that Tesla is implementing changes to its autopilot system that will purportedly prevent this type of accident from recurring, including limits on how long a driver’s hands can be off the wheel and improved radar for recognizing obstacles (60).

One could argue that Tesla’s response to the accident is consistent with a number of “the Rules.” The blogger’s and Musk’s statements seem to be offering a defense that Rule 5 is being upheld by the designers of the self-driving car as long as the public has a reasonably accurate view of the associated risks. The blogger also speaks to Rule 1 in so far as Tesla is claiming that it has considered the risks and is confident that their self-driving car reduces (although clearly does not eliminate) the chance of harm to the public. Rules 1 and 3 are both arguably addressed by Musk’s remarks concerning recognition by Tesla that there is a driver in the loop who needs to be considered by the designers. Nevertheless, the fact that such accidents have occurred with automation in the range of Level 2–3 suggests, as we argue below, that vehicles in the range of Level 3–5 automation should not be permitted on the road until more thorough testing has been conducted.

**Our Proposal**

In the interest of public well-being and safety, designers, testers, managers, and others should sincerely engage with “The Rules” and contemplate their implications for decision making regarding self-driving cars. At an individual level, each designer should consider his/her ethical obligations in terms of creating safer technology. One approach that incorporates this type of thinking is value-sensitive design, which encourages designers to consider how the user’s cherished values, such as autonomy, can be upheld while in the process of creating their technologies (61)–(62).

It is also essential that relevant professional communities become collectively involved in a deliberative and reflective process. More specifically, engineering, computing, and other communities should engage in a variety of activities related to anticipatory ethics, including how they can take steps to minimize the impact of system failures in self-driving cars. This could be akin to an “Asilomar-like” activity. Asilomar was a conference in 1975 where scientists gathered to discuss recombinant DNA research and then developed voluntary guidelines to help protect the public.

Unlike Asilomar, however, efforts concerning autonomous vehicles should be structured so as to include the views of stakeholders from outside of the science and engineering community (63). This activity could be patterned after efforts being witnessed in other realms of emerging technology. For example, the BEINGS conference gathered together scientists, philosophers, lawyers, industry representatives, and others to discuss the ethics of gene editing technologies (64). Stakeholders from across the globe have organized numerous events, including United Nations meetings, to address concerns about the use of military robots (65)–(66).
Following De George, customers are entitled to know about vehicle safety; this requires extraordinary transparency regarding self-driving cars due to technical complexities and inevitable tradeoffs occasioned by this new technology. Given that a broad and diverse base of users, with vastly different levels of education, may come to rely on the technology, legalistic and obtuse user agreements are unlikely to suffice.

In addition, we would argue that the makers of automated cars should be held accountable for their designs. Before any deployment, each company should demonstrate through carefully monitored trials on test driving tracks that the introduction of its system will not degrade road safety. This testing should take into account the issues raised above, including the interactions between competing brands of cars and with human drivers. While we anticipate that this requirement will add time to any eventual adoption of self-driving cars, we contend that this measure is appropriate considering the importance of protecting the public.

Requiring a demonstration of public safety before a product is released is not unprecedented. In fact, such demonstrations are routinely required of, for example, drug companies. We expect that automated cars may have more of an impact on public safety than any individual new drug or medical device. Therefore, detailed safety trials before deployment seems not only prudent but should be a minimum requirement. Unlike De George, we argue that responsibility for such safety trials should not rest primarily with managers and regulators; rather, for the reasons stated in this paper, we believe this shared responsibility should also be reflected in the ethical and professional behavior of engineering designers of self-driving cars, even in the face of external pressure from management or other entities. The fact that such requirements have not heretofore been enforced, since cars with significant levels of automation are already on public roads, suggests that in the case of automated cars, economic forces and technological momentum have superseded the public good; this inversion of values should be halted and reversed.

How transparent will companies be about how the self-driving car is designed to behave, especially in dynamic or dangerous traffic situations?
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