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Children with autism spectrum disorders (ASD) have persistent deficits in social communication and social interaction, as well as restricted, repetitive patterns of behavior, interests, or activities [1]. The prevalence of autism is estimated at 1–2 per 1000, and close to 6 per 1000 for ASD [23]. ASD is a lifelong disorder, and many individuals need high levels of support throughout their lives [28]. Even though no cure has been found, early intervention is critical for a positive long-term outcome. The interventions that have received the most empirical support are early behavioral interventions. They usually involve one-on-one training provided by a therapist, in which children are trained to respond to environmental changes, understand and use language, and interact appropriately with others in social settings [8].

In the last two decades, an increasing number of studies have explored how robots can be used in the therapy of children with ASD. The goal is to use robots as a means to affect the social and communicative behavior of children with autism for either assessment or therapeutic purposes [33]. It is assumed that robots may represent an optimal social skill learning environment, because individuals with ASD 1) show strengths in understanding the physical, object-related world and weaknesses in understanding the social world, 2) are more responsive to feedback given by a computer than a human, and 3) are more interested in treatment involving technology/robots [10]. This new research field is termed socially assistive robotics (SAR). Furthermore, social robots may be designed to reduce the workload of the therapists by monitoring multiple desirable and problematic behaviors and providing quantitative assessments.
Since our belief is that children with ASD, as end-users of social robots, should play an active role in the process of designing social robots, in a previous study we investigated the impact of the physical design of social robots on the perceptions and preferences of children, both typical developing (TD) and children with autism spectrum disorders (ASD) (24). A high diversity of preferences for different robots was revealed, but also a high preference for simplified designs, with exaggerated facial features. This study provided an innovative instrument for studying children’s perception about social robots that should be used in future studies investigating robotic designs for children.

**Efficacy and Effectiveness Research**

Efficacy and effectiveness research on the use of robots in ASD therapy is still in its infancy (10), but some research data indicate increased engagement, increased levels of attention (see Feil-Seifer and Mataric, Kozima et al., Kim et al., Stanton et al., Ploggia et al., and Robins et al. cited in (25), (28), (36)), and novel social behaviors such as joint attention, spontaneous imitation and turn-taking when robots are part of the interaction (see Diehl et al., Ricks and Colton, Scassellati, Kozima et al., Ferrari et al., Feil-Seifer and Mataric, and Kozima et al. cited in (28), (35)). While some of these behaviors may be attributed to the novelty of the robot, other behaviors, such as triadic interaction, turn-taking with another child, cooperation with peers (Robins et al., Feil-Seifer and Mataric, François et al., and Wainer et al. cited in (28)) suggest that robots may function, for children with ASD, as facilitators of the interaction with another person, bringing structure in the interaction and lowering the confusion and distress level. Although RET has shown some success, there is little data about the conditions necessary for the generalization of the acquired skills in interaction with human partners, or about the parameters of these facilitative interactions (28). Therefore, until rigorous clinical trials are conducted and replicated, the clinical use of robots for ASD should be considered an experimental approach (10).

The development of the SAR domain seems promising, but also raises many questions regarding the ethical implications of using social robots. As a recent Eurobarometer study of public attitudes towards robots shows (12), 66% of the respondents declared they are totally uncomfortable about the idea of having their children or elderly parents cared for by a robot. Only 4% of the EU sample considered that using robots for care of children, elderly, and the disabled is a priority. Sixty percent of EU citizens declare that robots should be banned in the care of children, the elderly, and people with disabilities. Portugal (35%), Bulgaria (40%), and Malta (49%) are the only countries where this view is not held by the majority of the sample population. There is also still considerable general opposition to using robots in other “human” areas: 54% of respondents say robots should be banned in education. The percentage is highest in Luxembourg (58%), France (56%), Belgium (51%), and the Netherlands (50%), where the majority of EU citizens believe that robots should be banned in the education area. This view is least widely expressed in Finland (14%), Slovenia (17%), and Slovakia (19%) (12). A possible explanation for the rejection of robots in education and in the care of vulnerable populations is that people fear the fact that robots might function as an isolating factor (50), (54) for people that already suffer from isolation, such as elderly people or children with ASD.

**The goal is to use robots as a means to affect the social and communicative behavior of children with autism.**

Contrary to this view, Shibata et al. (32) have found that the use of a social robot, Paro, with children increases the amount of communication with each other and with caretakers, when used as mediators in triadic interaction.

Another possible explanation may be related to a low level of human trust in robotic systems, which becomes manifest when robots are used outside controlled environments and reaches the highest values when it comes to the issue of taking care of the most vulnerable populations. But what is this trust concept referring to? Hancock, Billings, Schaefer et al. (17) performed a meta-analysis of factors affecting trust in human-like interaction. Factors related to robots were parsed into two subcategories: robot performance-based factors (e.g., reliability, false alarm rate, failure rate) and attribute-based factors (e.g., proximity, robot personality, and anthropomorphism). The results suggested that performance factors were more strongly associated with trust development and maintenance. This effect might be due to the fact that robots are still perceived more as tools (12) and less as intentional agents, capable of independent decision making and
possessing their own personality features. “However, we stand on the verge of a great change in robotic capabilities that will justify, given the exponential progress forecasted by Moore’s Law, a change in our perception about robots and their individual motive force; At that juncture, the issue of trust in technological systems will be as influential in social development as it is in our own human-human relationships” (Epley et al., Moravec, cited in [17]). The level of trust in social robots would be particularly critical in RET and diagnosis of ASD, since trust would affect the willingness of therapists, teachers, and caregivers to accept robot-produced information and follow the data and indications provided by robots.

On the other hand, Arras and Cerqui [2] performed a large-scale survey in Switzerland investigating questions related to the image of robotics, the potential acceptance of robots in daily life, and appearance preferences. The results indicate a high acceptance rate for robots that share physical and psychological space with humans, named personal robots, with 71% yes-votes. Regarding the use of robots in healthcare, 83% of the respondents declared they would accept a robot to help them partially regain their independence in case they cannot handle the tasks of daily life anymore (i.e., due to age or handicap).

Costescu and David [7] developed a survey in order to investigate the attitudes of children and adults toward using social robots in mental health services. Considering the effectiveness in children’s psychotherapy, 54.2% of the parents agreed that social robots could enhance the therapeutic process and also the psycho-diagnosis process. When it comes to using social robots to take care of the children, 37.4% of the participants disagree, while 33% neither disagree nor agree, and only 29.2% agree.

These results reveal an ambivalent attitude towards social robots. While social robots are considered beneficial for the effectiveness of the therapy as long as they are used as assistive tools for the therapist, there seems to be a concern regarding the use of social robots in the absence of the therapist.

The difference in results may also be partially due to the target audience of the survey. While the Eurobarometer included 26,751 participants from 27 EU countries, a representative sample of participants for all social groups, the survey of Arras and Cerqui was completed by 2000 visitors to the “Robotics” pavilion at the Swiss National Exhibition. Furthermore, the sample of participants who completed the Arras and Cerqui survey was overrepresented by participants who had higher levels of education, younger age, and were more interested in science, features that are associated with a higher acceptance of technology [29]. Therefore, more research should be conducted in order to clarify people’s attitudes towards using robots in healthcare, and more specifically, in physical and psychological recovery processes.

**Studies Investigating Ethical Issues of Using SAR in ASD**

There has been theoretical work on ethical challenges in SAR, including ethical issues raised by working with autistic children [13], [30]. However, further research should investigate the underlying reasons whereupon potential users decide to accept robots [9]. Therefore there is a great need to perform ethical appraisal studies about robot’s acceptance by direct users, caregivers, therapists, and so on. A review of the existing literature reveals surveys about using robots in care, but most of them are about physical therapy [4], [20], [22]. Furthermore, the surveys performed on caregivers of children with autism investigate issues related to robotic design [20], [24], and not ethical issues. To our knowledge, no prior survey has specifically investigated ethical issues related to using RET with children with ASD.

**Goal of the Present Study**

This article examines the ethical challenges of socially assistive robotics. It investigates whether people believe it is ethically acceptable to use robots as assistive tools for children with ASD; whether they think it’s acceptable to use robots to monitor and record child behaviors and facilitate the diagnosis process; whether they consider it to be ethically acceptable that children form bonding relationships with social robots; whether they consider it ethically acceptable to design robots with a human or non-human appearance. We examine whether age, gender, education, previous experience with robots, or involvement with persons with autism spectrum disorder influences people’s attitudes about the use of robots in RET. Unless these questions are addressed, robots cannot be developed and implemented for RET in an ethically responsible way, and policy makers will have too little information about how robots are perceived by people, and so will not be able to deal with ethical issues related to those perceptions [6].

**Methodology**

The survey was developed by a multidisciplinary team consisting of psychologists, therapists, engineers, and ethicists, and it was approved by the Ethical Commission from Twente University, The Netherlands. Participants were recruited based on databases of persons involved in past research, and messages were posted on relevant blogs, Facebook, newsletters, and websites of autism organizations from Romania, Belgium, Netherlands, United Kingdom, and U.S.A. There were no
exclusion criteria for participation in this study and no compensation was offered to participants in the study. The time frame for survey completion was 10 months.

Participants were required to indicate their response on a Likert-type scale with 5 points: 1- strongly disagree, 2- disagree, 3- nor agree nor disagree, 4- agree, and 5- strongly agree.

The initial version of the scale was developed in English. The translation to Romanian and Dutch was done by the authors of the paper, native speakers of the two languages.

The survey was completed on-line for the majority of the respondents. For 143 Romanian participants, the survey was completed in paper-and-pencil format. These participants were either students, or were parents or professionals working in centers for autism intervention.

For the online version of the survey, the free and open source online survey application LimeSurvey was used. The application was installed on the VUB web-server and available in three languages: English, Romanian, and Dutch. Since robots exist in different shapes for a wide range of applications, but in our survey we focus on social robots, we introduced a one-minute video presenting several social robots that the respondents were required to view before completing the survey. The video contained short clips of a selection of social robots representing a large variety of physical designs. These varied physical designs included robots that possess anthropomorphic features [26], humanoid robots [16], robots that are designed as animals [18], robots that have cartoon-like features [15], [19], or robots that are not designed to resemble any biological species [3] (see Fig. 1). No children were shown in the video. Moreover, in the video, a neutral voice narration using lay terminology was used: http://www.youtube.com/watch?v=DSkIqn49gD8. (Video used here with creator’s permission.)

Participants
A total of 416 subjects agreed to participate in the survey. Data from 22 participants who completed only demographic data was excluded. All other outputs, even if incomplete, were included in the analysis. The demographic data of the remaining 394 participants indicated that 82.19% were female and 17.81% were male (see Fig. 2(a)). Age range of the participants was between 16 and 64 years old ($M = 29.86$, $Sd = 11.54$). The distribution of the responses indicates a predominance of younger participants in the sample (see Fig. 2(e)). As for the education, the data analysis indicates a high proportion of participants (87.52%) with higher education (see Fig. 2(c)). The nationality analysis indicates that 65.96% of the participants are Romanian ($M = 24.58$, $Sd = 7.06$), 18.55% are Belgian ($M = 40.02$, $Sd = 12.20$), 14.72% are Dutch ($M = 39.46$, $Sd = 10.78$), and 2.79% have other nationality (see Fig. 2(b)). Parents of children with an autism spectrum disorder constituted 22.59% of the participants, and 16.75% of the participants were therapists or teachers of children with autism spectrum disorder (see Fig. 2(d)).

Data Analysis
The data were quantitatively analyzed with the Statistical Program for Social Sciences (IBM SPSS Statistics 20).

Analysis of Components
After the initial elaboration of an extended pool of items, preliminary analysis retained 12 items for data collection. Principal components analysis (PCA) was carried out including the 12 items of the Ethical Acceptability Scale. The analysis using Varimax rotations revealed three factors with eigenvalues of 5.33, 1.25, and 1.20, accounting for 64.95% of the total variance. Factor I was termed Ethical Acceptability for Use and it accounted for 44.47% of variance. Factor II was termed Ethical
FIGURE 2. Demographical data of the participants. (a) Gender distribution. (b) Nationality distribution. (c) Education distribution. (d) Role distribution. (e) Age distribution.
acceptability of Human-Like Interaction and it accounted for 10.44% of variance. Factor III was termed Ethical Acceptability of Non-Human Appearance and it accounted for 10.04% of variance. The loading of the items on each of the three factors are presented in Table 1.

Reliability
The reliability analysis using the Cronbach’s alpha revealed a good internal consistency for all subscales (ethical acceptability for use $\alpha = 0.86$, ethical acceptability of human-like interaction $\alpha = 0.72$, ethical acceptability of non-human appearance $\alpha = 0.76$) and also for the total score (ethical acceptability $\alpha = 0.87$).

TABLE 1. Items and Factor Loadings for the three Ethical Acceptability Subscale Factors.

<table>
<thead>
<tr>
<th>Item</th>
<th>Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ethical acceptability for use</strong></td>
<td></td>
</tr>
<tr>
<td>1. It is ethically acceptable that social robots are used in therapy for children with autism.</td>
<td>0.800</td>
</tr>
<tr>
<td>2. It is ethically acceptable that social robots are used in healthcare.</td>
<td>0.785</td>
</tr>
<tr>
<td>3. It is ethically acceptable that social robots are used to monitor the progress and help in the diagnosis process of a child with autism.</td>
<td>0.780</td>
</tr>
<tr>
<td>4. It is ethically acceptable that information is recorded and stored by a robot when it interacts with a child with autism.</td>
<td>0.780</td>
</tr>
<tr>
<td>5. It is ethically acceptable that social robots are used in therapy to support the interaction between the therapist and the child with autism.</td>
<td>0.650</td>
</tr>
<tr>
<td><strong>Ethical acceptability of human-like interaction</strong></td>
<td></td>
</tr>
<tr>
<td>6. It is ethically acceptable that, as a result of their therapy, children with autism perceive social robots as friends.</td>
<td>0.845</td>
</tr>
<tr>
<td>7. It is ethically acceptable that children become attached to social robots.</td>
<td>0.825</td>
</tr>
<tr>
<td>8. It is ethically acceptable to make social robots that look like humans.</td>
<td>0.604</td>
</tr>
<tr>
<td>9. It is ethically acceptable to use social robots that replace therapists for teaching skills to children with autism (e.g. imitation, social skills).</td>
<td>0.388</td>
</tr>
<tr>
<td><strong>Ethical acceptability of non-human appearance</strong></td>
<td></td>
</tr>
<tr>
<td>10. It is ethically acceptable to make social robots that look like objects.</td>
<td>0.868</td>
</tr>
<tr>
<td>11. It is ethically acceptable to make social robots that look like imaginary creatures.</td>
<td>0.801</td>
</tr>
<tr>
<td>12. It is ethically acceptable to make social robots that look like animals.</td>
<td>0.579</td>
</tr>
</tbody>
</table>

Descriptive analysis of responses to items on the Ethical Acceptability for Use subscale
The analysis of the distribution of responses to the first two questions, “It is ethically acceptable that social robots are used in therapy for children with autism” (86.33%) (see Fig. 3) and “It is ethically acceptable that social robots are used in healthcare.” (50.0%).

FIGURE 3. The graphical representation of the responses to the item: It is ethically acceptable that social robots are used in therapy for children with autism.

FIGURE 4. The graphical representation of the responses to the item: It is ethically acceptable that social robots are used in healthcare.
acceptable that social robots are used in healthcare” (84.89%) (see Fig. 4) indicate that a significant majority of the respondents agrees with using robots in the health care system and specifically, in RET for ASD children. This is good news for the robotics community. The same positive attitude towards using robots in RET for ASD can be observed when it comes to the issue of using robots for recording and storing information related to the behavior of children with ASD (78.89% agreement) (see Fig. 6), to using robots for monitoring the progress in therapy and to provide help in the diagnosis process (83.92% agreement) (see Fig. 5), and to using social robots as mediators of the interaction between therapists and children (84.01% agreement) (see Fig. 7).
Descriptive analysis of responses to items on the Ethical Acceptability of Human-Like Interaction subscale

The distribution of responses to the question, “It is ethically acceptable that, as a result of their therapy, children with autism perceive social robots as friends” were analyzed. The results showed a significantly higher percentage of the respondents (46.92%) did not see an ethical problem with the children perceiving the robots as friends, compared with only 21.7% of the respondents who did see an ethical problem. A high percentage of the respondents (31.09%) were undecided on this question (see Fig. 8). Furthermore, a higher percentage of respondents (40.98%) declared not having a problem with the idea that children with ASD might develop an emotional bond with a social robot, compared to a lower percentage of respondents who considered that it is not ethically acceptable that children may become attached by social robots (26.74%) (see Fig. 9).

Regarding the issue of replacing therapists with social robots for the teaching of specific skills, a significantly higher percentage of respondents (44.19%) opposed this idea, compared to only 27.32% of the respondents who agree with using social robot replacement of therapists for specific skills teaching, and 20.49% of the respondents who were undecided (see Fig. 10). For the question regarding the development of robots with human appearance, 55.39% of the respondents considered that to be ethically acceptable, while 21.3% of the respondents thought robots should not have a human appearance. Again, a high percentage of respondents (25.32%) were undecided (see Fig. 11).

Descriptive analysis of responses to items on the Ethical Acceptability of Non-Human Appearance subscale

Regarding the non-human appearance of robots, the data indicate that a majority of respondents consider it ethically acceptable for social robots to have a non-human appearance, with 66.67% willing to accept an object-like appearance (see Fig. 12), 63.26% willing to accept an imaginary-like appearance (see Fig. 13), and 74.85% willing to accept an animal-like appearance (see Fig. 14).

Correlates of ethical acceptability for use

In order to identify the predictors of response for the three subscale factors of the Ethical Acceptability scale, a series of statistical analyses were performed.

Since the survey was mainly completed online, there was little control of the behavior of the respondents, and as a consequence, some participants missed some questions or did not completely finish the survey. Due to the missing data, for different items of the survey, different numbers of participants were reported.

Gender

An independent-samples t-test was conducted to compare the Acceptability For Use factor in female and male
participants. The results indicate a significant difference in the scores of male participants ($M = 4.30, Sd = 0.59$) and female participants ($M = 4.08, Sd = 0.72$), $t (338) = -2.26, p = 0.024$, with a small effect size ($d = -0.34$). These results suggest that gender is related to the Acceptability for Use. Specifically, our results suggest that men manifest a higher level of Acceptability for Use compared to women.

**Age**

A Pearson correlation coefficient was computed to assess the relationship between the age of the participants and Acceptability for Use. There was a negative correlation between the two variables, $r = -0.191, N = 394, p = 0.000$. The results indicate that an increase in age was associated with a decrease in the level of Acceptability for Use.
**Education**

A Spearman correlation coefficient was computed to assess the relationship between the education level of the participants and the **Acceptability for Use**. The correlation between the two variables was not significant, \( r = -0.002, N = 341, p = 0.967 \). The results indicate that the education level of the participants and the **Acceptability for Use** are not associated.

**Social role**

For the **Acceptability for Use**, the analysis of variance revealed a significant difference between groups with different social roles, \( F(2, 394) = 5.42, p = 0.034 \). Post hoc analysis using the Sheffe post hoc criterion for significance indicated that the parent group manifested a lower level of **Acceptability for Use** (\( M = 3.95, Sd = 0.76 \)) compared to the others group (\( M = 4.19, Sd = 0.66 \)) and the mean difference \( MD = -1.18 \) was significant, at \( p = 0.04 \), with a small effect size (\( d = 0.33 \)).

**Experience with robots**

For the **Acceptability for Use**, the analysis of variance revealed a significant difference between groups with different levels of experience with robots, \( F(2, 198) = 8.85, p = 0.00 \)

Post hoc analysis using the Sheffe post hoc criterion for significance indicated that the group with specific experience with robots manifested a higher level of **Acceptability for Use** (\( M = 4.40, Sd = 0.50 \)) compared to the group with no experience with robots (\( M = 3.81, Sd = 0.76 \)) and the mean difference \( MD = 2.93 \) was significant, \( p = 0.00 \), with a high effect size (\( d = 0.905 \)).

**Acceptability of human-like interaction**

**Gender**

An independent-samples t-test was conducted to compare the **Acceptability of Human Interaction** in female and male participants. The results indicate a significant difference in the scores of male participants (\( M = 3.43, Sd = 0.87 \)) and female participants (\( M = 3.12, Sd = 0.77 \)), \( t(538) = -2.693, p = 0.007 \), with a small effect size (\( d = -0.53 \)). These results suggest that gender is related to the **Acceptability of Human Interaction**. Specifically, our results suggest that men manifest a higher level of **Acceptability of Human Interaction** compared to women.

**Age**

A Pearson correlation coefficient was computed to assess the relationship between the age of the participants and **Acceptability of Human Interaction**. The correlation between the two variables was not significant, \( r = -0.036, N = 394, p = 0.510 \). The results indicate that the age of the participants and the **Acceptability of Human Interaction** are not associated.

**Experience with robots**

For the **Acceptability of Human Interaction**, the analysis of variance revealed a significant difference between groups with different levels of experience with robots, \( F(2, 198) = 5.17, p = 0.006 \).

Post hoc analysis using the Sheffe post hoc criterion for significance indicated that the group with specific experience with robots manifested a higher level of **Acceptability of Human Interaction** (\( M = 3.47, Sd = 0.72 \)) compared to the group with no experience with robots (\( M = 2.98, Sd = 0.86 \)) and the mean difference \( MD = 1.95 \) was significant, \( p = 0.007 \), with an average effect size (\( d = 0.61 \)).

**Acceptability of non-human appearance**

**Gender**

An independent-samples t-test was conducted to compare the **Acceptability of Non-Human Appearance** in female and male participants. The results indicate a
significant difference in the scores of male participants (M = 4.05, Sd = 0.73) and female participants (M = 3.65, Sd = 0.82), t(358) = −3.37, p = 0.001, with a moderate effect size (d = −0.50). These results suggest that gender is related to the Acceptability of Non-Human Appearance. Specifically, our results suggest that men manifest a higher level of Acceptability of Non-Human Appearance compared to women.

**Age**
A Pearson correlation coefficient was computed to assess the relationship between the age of the participants and the Acceptability of Non-Human Appearance. The correlation between the two variables was not significant, r = −0.068, N = 394, p = 0.209. The results indicate that the age of the participants and the Acceptability of Non-Human Appearance are not associated.

**Education**
A Spearman correlation coefficient was computed to assess the relationship between the education level of the participants and the Acceptability of Non-Human Appearance. The negative correlation between the two variables was not significant, r = 0.062, N = 394, p = 0.252. The results indicate that the education level of the participants and the Acceptability of Non-Human Appearance are not associated.

**Social role**
For the Acceptability of Non-Human Appearance, the analysis of variance indicates that there are no significant differences between groups of parents, therapists, and others on the Acceptability of Non-Human Appearance subscale F(2, 394) = 1.38, p = 0.25.

**Experience with robots**
For the Acceptability of Non-Human Appearance, the analysis of variance revealed a significant difference between groups with different levels of experience with robots, F(2, 198) = 7.66, p = 0.001.

Post hoc analysis using the Sheffe post hoc criterion for significance indicated that the group with specific experience with robots manifested a higher level of Acceptability of Human Interaction (M = 4.08, Sd = 0.70) compared to the group with no experience with robots (M = 3.45, Sd = 0.89) and the mean difference MD = 1.88 was significant, p = 0.001, with a high effect size (d = 0.779).

**Ethical Responsibility in Robotic Development**
Overall, the data analysis indicates that the majority of the respondents have a positive view regarding the use of social robots in the RET domain for ASD. Furthermore, the majority of the respondents considered it ethically acceptable to use social robots as assistive tools for therapists, while opposing the use of the robots in the absence of the therapists. A positive attitude regarding the use of social robots for diagnosis, recording, and storing information and monitoring the evolution of the therapeutic process was revealed.

Regarding the ethical acceptability of human-like interaction between children with ASD and social robots, a significantly higher percentage of the respondents consider it ethically acceptable to develop and use in RET social robots that relate to children in a way similar to the way humans do. However, a high percentage of respondents seem to be undecided, indicating a lack of a defined attitude regarding human-like interaction between children with ASD and social robots. This effect might be due to the novelty of social robotics domain, and to the fact that robots are still perceived more as tools (12) and less as intentional agents possessing their own personality features. Interestingly, the high percentage of undecided respondents may tip the balance to one side or another.

Regarding the non-human appearance of robots, the data indicates that a majority of respondents consider it ethically acceptable for social robots to have non-human (animal, object, or imaginary creature) appearance.

Analysis of the relation between different sociodemographic predictors and ethical acceptability factors reveals a more nuanced image of public attitudes toward social robots. Overall, men manifest a higher level of acceptance of social robots in RET for children with ASD. This data is congruent with the data obtained by previous studies (2), (12). Moreover, the analysis of the relation between age and ethical acceptability suggests that younger adults are more accepting of the use of social robots for therapy for children with ASD, while this tendency decreases in older adults. This data is congruent with the data obtained by previous studies (2), (5). On the other hand, the acceptability of human-like interaction and
the acceptability of non-human appearance do not seem to be influenced by age.

The data analysis of the relation between education and ethical acceptability indicate that the level of education is not associated with the acceptability of social robots for ASD, on any of the three subscales.

The analysis of the relation between social role and ethical acceptability indicates that parents are open to the use of social robots in therapy for ASS, but are less accepting compared with the group of participants that is not involved with ASD. These data are extremely important and must be carefully taken into consideration by the developers and implementers of socially assistive robotics. Even if the mean difference between the two groups is small, the tendency observed in this study justifies investigating further if the acceptability for use is influenced by the affective involvement with the child with ASD. A difference in the level of affective involvement might be also responsible for the discrepancies found in the Eurobarometer (12) between the general positive view of robots and the strong general opposition of the respondents of having their child or elderly parent taken care by a robot. This effect might be due to the higher responsibility level experienced by people who are more deeply involved with raising and educating children with ASD. But it also might be related to fears that parents might have about the possible isolating effect of using robots in therapy, and to a lack of trust therapists might have in the capabilities of social robots.

No difference was found between parents, therapists, and others for the other two factors, acceptability of human-like interaction, and acceptability of non-human appearance. According to our results, the level of experience with robots has a significant effect on the level of acceptance of using robots in therapy. More specifically, adults with specific experience with robots are more willing to accept them in the therapy for ASD, compared to adults who do not have any experience with robots. The same results were found for the acceptability of human-like interaction, and also for the acceptability of non-human appearance. Overall, specific experience with robots increases the acceptance of social robots for ASD. These data are congruent with those obtained in the Eurobarometer (12), where respondents with personal experience with robots also have a higher level of general acceptance of robots than those without any experience.

In conclusion, our data indicate a positive view of social robots and a high level of ethical acceptability on all the three subscales in RET of ASD children. The survey shows that social-demographic factors such as gender, age, previous experience with robots, and social involvement with children with ASD are important determinants of view about social robots. Men seem to be more positive and have a higher level of ethical acceptability on all the measured dimensions, and younger respondents are more willing to accept the use of social robots in RET for ASD compared to older participants. Regarding the relation between the involvement with children with ASD and ethical acceptability, the data show that parents generally agree with using robots in ASD, but their agreement level is lower compared with the group of participants who are not involved directly with ASD children.

New developments in robotics suggest that we stand on the verge of a significant change in robotic capabilities. It is important that these changes occur in an ethical and socially responsible way. We recommend that roboticists who develop new robots for human-robot interaction, including for autism therapy, take into careful consideration people’s perceptions and attitudes. We suggest that roboticists systematically use feedback information to minimize psychological barriers in human-robot interaction, and that they develop and implement social robots in an ethically responsible way. This means making sure that all kinds of stakeholders are included in the research, with a view to developing technology and therapeutic practices that are more inclusive and sensitive to social difference and inequality. For example, one limitation of the study refers to the overrepresentation of the sample of respondents by young and highly educated participants. Women were also overrepresented in our survey pool. Therefore, our results are limited to our sample characteristics. Future studies will need to investigate these aspects on a larger sample that is more representative of all social categories.
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