Highlighted Project 2 Implementations



Vocabulary trees: complexity

Number of words given tree parameters: branching

factor and number of levels
branching factor/\number_of_levels

Word assignment cost vs. flat vocabulary
O(k) for flat
O(logbranching_factor(k) * branChing_faCtor)

Is this like a kd-tree?
Yes, but with better partitioning and defeatist search.

This hierarchical data structure is lossy — you might
not find your true nearest cluster.
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Sightseeing

Slide Credit: Nister



Center for

Visualization & Virtual
Environments

Slide Credit: Nister

UK ¢



Slide Credit: Nister



Higher branch factor works better
(but slower)
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Visual words/bags of words

+ flexible to geometry / deformations / viewpoint

+ compact summary of image content

+ provides fixed dimensional vector representation for sets
+ very good results in practice

- background and foreground mixed when bag covers
whole image

- optimal vocabulary formation remains unclear

- basic model ignores geometry — must verify afterwards,
or encode via features

Kristen Grauman



Instance recognition;
remaining ISsues

How to summarize the content of an entire
iImage? And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization efficiently?

s having the same set of visual words enough to
identify the object/scene? How to verify spatial
agreement?

How to score the retrieval results?

Kristen Grauman



Can we be more accurate?

So far, we treat each image as containing a
“bag of words”, with no spatial information

Which
matches
better’>
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Can we be more accurate?

So far, we treat each image as containing a
“bag of words”, with no spatial information

Real objects have consistent geometry



Spatial Verification

Query

DB image with high Bow —— de
similarity DB image with high Bow
similarity

Both image pairs have many visual words in common.

Slide credit: Ondrej Chum



Spatial Verification

Query
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DB image with high Bow —— de
similarity DB image with high Bow
similarity

Only some of the matches are mutually consistent

Slide credit: Ondrej Chum



Spatial Verification: two basic strategies

* RANSAC

— Typically sort by BoW similarity as initial filter

— Verify by checking support (inliers) for possible
transformations

* e.g., ‘success’ if find a transformation with > N inlier
correspondences

« Generalized Hough Transform

— Let each matched feature cast a vote on location,
scale, orientation of the model object

— Verify parameters with enough votes

Kristen Grauman



RANSAC verification



Recall: Fitting an affine transformation
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RANSAC verification



Instance recognition;
remaining ISsues

How to summarize the content of an entire
iImage? And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization efficiently?

s having the same set of visual words enough to
identify the object/scene? How to verify spatial
agreement?

How to score the retrieval results?

Kristen Grauman
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Database size: 10 images
Query Relevant (total): 5 images

precision = #relevant / #freturned
recall = #relevant / #total relevant
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Results (ordered):

Scoring retrieval quality
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What else can we borrow from
text retrieval?

| Index

“Along I-75," From Datroi b
Flerida; inside back cover
“Diriwe 1-95," Fram Bogtan 1o
Floida; inside back cover
1624 Spanish Trall Roadway;
1071 - 102,104
511 Tralhe Infonmalion; 83
A1A (Barrier ki) - |-35 Access; B
AMA (and ChA); B3
Ak Naticnal Office; B0
Abbieviatians,
Colored 25 mile Maps; covar
Exit Sarvices; 196
Travelague: 85
Alniea) 177
Agricullural Inspection Stne; 126
Ah-TahThi-Ei Mhsaum; 180
Air Conditioning, First; 112
Alabama; 134
Alachua; 152
Courty; 131
Alatia Fivar, 143
Alapaha, Name; 136
Alfred B Maclay Gardans; 106
Alligaicr Alhry 154.158
Alligater Farm, S1 Augusting; 169
Alligater Hole (dediniticn); 157
Alligaicer, Buddy; 155
Alligatens: 100,1.35,138,147, 156
Anastasia laland; 70
Anhaiza; 1085- 100,146
Apalachicota River: 112
Appleten Musg of Arl: 135
Aquifer; 102
Araiian Mights; 94
Art Musgum, Ringing; 147
Aruba Beach Cals; 183
Aucila River Project; 106
Baboock-Weh WHA; 151
Bahia Mar Marina; 184
Bakar Counly; 88
Barefoot Maliman; 182
Barge Canal; 137
Bag Line Expy; 80
Balz Culicd Mafi: 82
Barnard Caslre: 136
Blig *I*; 185
Big Cypeass; 155,158
Big Fool Monstar; 105

Butterfty Canter, MoGsm: 134
CAM (soa ALY
COC, Thi; 111,112,115,135,142
Ca @Zan; 147
Calopsahalches Rhear; 152
aana; 150
Canaveral Nabnl Sesashane; 173
Cannon Creek Alrpark; 130
Canopy Foad; 106,160
Cape Canaveral 174
Casfllo Zan Marcoa; 165
Cave Diving: 131
Gayo Gosta, Nama; 150
Coludbration; 53
Chailatbe Courily, 149
Charkotte Harbor 150
Chautaugqua; 116
Chiphay; 114
Merma: 115
Chactawaiches, Mamma; 115
Circus Mussum, Ringling; 147
Citrus; 88,57, 130,136, 140,180
CRyPlace, YW Palm Beach: 160
City Maps,
Ft Landnrdale Expays; 1894186
JakEamille; 163
Kissimmes Expwys: 152183
Miami Expressways: 194-195
Oulands Exprasseays: 152.183
Pangacola; 25
Telzhasses; 191
Tempa 51, Patersburg; 63
21, Augauting: 191
Cindl War: 100,108,127,138,141
Clagrwader Maring Aquarum; 187
Colliar County; 154
Collier, Barmon; 152
Colenial Spanisn Ouarers: 168
Cohambia County: 101,128
Coquina Busicing Material; 165
Corkscrew Swamnp, Name; 154
Cowbaoys, 95
Corab Trage 11; 144
Cracker, Florida; 88,895,132
Crogatown Expy: 11,55,88.143
Cuban Bread; 184
Dade Batilafiahd; 140
Dady, Maj. France:; 130-140,161
Diania Beach Husricans;, 184

Driving Lanes; 85
Durval County; 163
Eau Galis; 175
Edizon, Thomas; 152
Eqlin AFB: 116116
Eight Reale; 176
Ellsnion; 144-145
Emanusl Poind Wreck; 120
Emargency Caliooes; 53
Epiphytes; 142,148,157,159
Escambia Bay; 118
Bariclpe (1-103; 119
Gounty; 120
Estgre; 153
Evanglade 90,95, 138-140,154-160
Draining of; 156,181
Wikdlita A 160
Wondar Gandens; 154
Falling Watars 5F; 115
Fantasy of Flight; 95
Fayar Drploms SP; 171
Fires, Forast: 168
Fireg, Frascribed ; 148
Flsherman's VeElage; 151
Flagher County; 171
Flagler, Heary; 97,165,167,171
Flarida Aguariem: 166
Flasida,
12,005 yaars ags; 147
Cawarn 5F; 114
Mag of all Expreseaays; 2-3
Mus of Matwal History: 134
Matisral Comatany - 141
Part of Africa; 177
Fiathorm; 187
Shenffs Boys Camp,; 126
Sports Hall of Fame: 130
Sun 'n Fun Musaum: 97
Suprame Cowl; 107
Florida's Turngike (FTP), 178,188
25 mils Stip Maps: 66
Adminigtration; 189
Coin System; 150
Exil Sorvices; 186
HEFT, 76,161,130
Higbory; 189
Mamas; 184
Soervice Plazas; 150
Spur SR8 TE

China is forecasting a trade surplus of $90bn
(E51bn) to $100bn this year, a threefold
increase on 2004's $32bn. The Commerce
Ministry said the surplus would be created by
a predicted 30% % 5750bn,
compared _ %
$660bn. China, trade, ™%
urplus, commerce,
exports, imports, US,
uan, bank, domestic,
g foreign, increase,

trade, value

it will take its time and tread carefully b
allowing the yuan to rise further in value.




tf-idf weighting

« Term frequency — inverse document frequency

« Describe frame by frequency of each word within it,
downweight words that appear often in the database

« (Standard weighting for text retrieval)

Number of - Total number of
occurrences of word — ——— 7. N documents in
i in document d f: — id 10 . database
i — — 108
_ ng n; Number of documents
Number of words in -~ ____— ™\ word i occurs in, in
document d

whole database

Kristen Grauman



Query expansion

Query: golf green
Results:
- How can the grass on the greens at a golf course be so perfect?

- For example, a skilled golfer expects to reach the green on a par-four hole in ...
- Manufactures and sells synthetic golf putting greens and mats.

Irrelevant result can cause a topic drift’:
- Volkswagen Golf, 1999, Green, 2000cc, petrol, manual, , hatchback, 94000miles,

2.0 GTi, 2 Registered Keepers, HPI Checked, Air-Conditioning, Front and Rear
Parking Sensors, ABS, Alarm, Alloy

Slide credit: Ondrej Chum



Query Expansion

New query Chum, Philbin, Sivic, Isard, Zisserman: Total Recall..., ICCV 2007
Slide credit: Ondrej Chum



Recognition via alighment

Pros:

e Effective when we are able to find reliable features
within clutter

* Great results for matching specific instances
Cons:

 Spatial verification as post-processing — not seamless,
expensive for large-scale problems

* Not suited for category recognition.

Kristen Grauman



Summary

Matching local invariant features

— Useful not only to provide matches for multi-view
geometry, but also to find objects and scenes.

Bag of words representation: quantize feature space to make
discrete set of visual words

— Summarize image by distribution of words
— Index individual words

Inverted index: pre-compute index to enable faster search at
guery time

Recognition of instances via alignment: matching local
features followed by spatial verification

— Robust fitting : RANSAC, GHT

Kristen Grauman



Lessons from a Decade Later

* For Category recognition (project 4)

— Bag of Feature models remained the state of the art until
Deep Learning.

— Spatial layout either isn't that important or its too difficult
to encode.

— Quantization error is, in fact, the bigger problem.
Advanced feature encoding methods address this.

— Bag of feature models are nearly obsolete. At best they
seem to be inspiring tweaks to deep models e.g. NetVLAD.

James Hays



Lessons from a Decade Later

* For instance retrieval (this lecture)
— deep learning is taking over.
— learn better local features (replace SIFT) e.g. MatchNet

— or learn better image embeddings (replace the histograms
of visual features) e.g. Vo and Hays 2016.

— or learn to do spatial verification e.g. DeTone, Malisiewicz,
and Rabinovich 2016.

— or learn a monolithic deep network to recognition all
locations e.g. Google’s PlaNet 2016.

James Hays



