Continuous Discrete

Machine Learning Problems

Supervised Learning  Unsupervised Learning

classification or

- clustering
categorization

dimensionality
reduction

regression




Supervised learning

y = 1(x)
IR

output  prediction Image
function feature

« Training: given a training set of labeled examples {(x,,y,),
., (X Yn)) estimate the prediction function f by minimizing
the prediction error on the training set

« Testing: apply fto a never before seen test example x and
output the predicted value y = f(x)
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Example: Scene Categorization

e |s this a kitchen?




Image features
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eatures

* Raw pixels
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Classifiers
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Learning a classifier

Given some set of features with corresponding
labels, learn a function to predict the labels
from the features




Recognition: Overview and History

Slides from Lana Lazebnik, Fei-Fei Li, Rob Fergus, Antonio Torralba, and Jean Ponce



How many visual object categories are there?
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OBJECTS
I

ANIMALS PLANTS INANIMATE
e NATURAL MAN-MADE
MAMMALS BIRDS

TAPIR BOAR GROUSE CAMERA




Specific recognition tasks

Svetlana Lazebnik



Scene categorization or classification

e outdoor/indoor

. mty/forest/factory/etc
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Svetlana Lazebnik



Image annotation / tagging / attributes

* Street
* people

P building

== « mountain ,

4 * tourism

Svetlana Lazebnik



Object detection
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Image parsing / semantic segmentation
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Scene understanding?

Svetlana Lazebnik



Recognition is all about modeling variability

Variability: Camera position
[llumination
Shape parameters

:> Within-class variations?

Svetlana Lazebnik



Within-class variations

Svetlana Lazebnik



History of ideas In recognition

« 1960s — early 1990s: the geometric era

Svetlana Lazebnik



Variability: Came_ra p_osition _
Illumination Alignment

Shape: assumed known

Roberts (1965); Lowe (1987); Faugeras & Hebert (1986); Grimson & Lozano-Perez (1986);
Huttenlocher & Ullman (1987)

Svetlana Lazebnik



Recall: Alignment

« Alignment: fitting a model to a transformation
between pairs of features (matches) in two
Images

X @
l X; Find transformation T
0 T ® that minimizes
@ S ® O
_ o > residual (T (x,), X))

Svetlana Lazebnik



Recognition as an alignment problem:
Block world

L. G. Roberts, Machine
Perception of Three
Dimensional Solids, Ph.D.
thesis, MIT Department
of Electrical Engineering,
1963.

e)

Fig. 1. A system for recognizing 3-d polyhedral scenes. a) L.G. Roberts. b)A blocks
world scene. c¢)Detected edges using a 2x2 gradient operator. d) A 3-d polyhedral
description of the scene, formed automatically from the single image. e} The 3-d scene
displayed with a viewpoint different from the original image to demonstrate its accuracy
and completeness. (b) - e) are taken from [64] with permission MIT Press.)

J. Mundy, Object Recognition in the Geometric Era: a Retrospective, 2006



http://www.di.ens.fr/~ponce/mundy.pdf
http://www.packet.cc/files/mach-per-3D-solids.html

Representing and recognizing object categories
IS harder...

Trd

Binford (1971), Nevatia & Binford (1972), Marr & Nishihara (1978)
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Recognition by components

Biederman (1987)

Primitives (geons)
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http://en.wikipedia.org/wiki/Recognition by Components Theory

Svetlana Lazebnik


http://en.wikipedia.org/wiki/Recognition_by_Components_Theory

General shape primitives?

Generalized cylinders
Ponce et al. (1989)

Forsyth (2000)

Svetlana Lazebnik




History of ideas In recognition

« 1960s — early 1990s: the geometric era
« 1990s: appearance-based models

Svetlana Lazebnik



Set of

Images

Empirical models of image variability

Appearance-based techniques

Turk & Pentland (1991); Murase & Nayar (1995); etc.

Svetlana Lazebnik



Eigenfaces (Turk & Pentland, 1991)

Experimental Correct/ Unknown Recognition Percentage
Condition Lighting | Orientation Scale
Forced classification 06 /0 850 64 /0
Forced 100%, accuracy 100/ 19 100/ 349 100}/ 60
Forced 20% unknown rate | 100/20 04/20 74/20

Svetlana Lazebnik



Color Histograms

Swain and Ballard, Color Indexing, IJCV 1991.

Svetlana Lazebnik


http://www.inf.ed.ac.uk/teaching/courses/av/LECTURE_NOTES/swainballard91.pdf

History of ideas In recognition

« 1960s — early 1990s: the geometric era
« 1990s: appearance-based models
« 1990s — present: sliding window approaches

Svetlana Lazebnik



Sliding window approaches
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Sliding window approaches

_ 3
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« Turk and Pentland, 1991

« Belhumeur, Hespanha, &
Kriegman, 1997

« Schneiderman & Kanade 2004
 Viola and Jones, 2000

Schneiderman & Kanade, 2004
Argawal and Roth, 2002
Poggio et al. 1993



History of ideas In recognition

1960s — early 1990s: the geometric era
1990s: appearance-based models
Mid-1990s: sliding window approaches
Late 1990s: local features

Svetlana Lazebnik



Local features for object
Instance recognition

D. Lowe (1999, 2004)



arge-scale image search
Combining local features, indexing, and spatial constraints

Model images

or exemplars C\Z{} ng‘:‘Jj

m23 im7 im37

iml1l0 im29 im33 im929 iml13 im71

im101 im22 im22 im7

Input features in Local feature descriptors Candidate matches based
new image from model images on descriptor similarity

Image credit: K. Grauman and B. Leibe



arge-scale image search
Combining local features, indexing, and spatial constraints

Philbin et al. ‘07



arge-scale image search
Combining local features, indexing, and spatial constraints

Google Goggles in Action

Click the icons below to see the different ways Google Goggles can be used.

]

Landmark

Available on phones that run Android 1.

q Web Results

encyclopedia

United States ..,

Google goggles s

‘ Landmark
-Golden Gate Bridge

Q Golden Gate Bridge

Golden Gate Bridge - Wikipedia, the free

The Golden Gate Bridge by night, with part of
downtown San Francisco ... Golden Gate Bridge
15 the maost popular place to commit suicide in the

Seacliff Webcam - Weather Seacliff, Golden
ddes (Coacliff

6+ (i.e. Donut or Eclair]

Svetlana Lazebnik



History of ideas In recognition

1960s — early 1990s: the geometric era
1990s: appearance-based models
Mid-1990s: sliding window approaches
Late 1990s: local features

Early 2000s: parts-and-shape models



Parts-and-shape models

« Model:
— Object as a set of parts
— Relative locations between parts
— Appearance of part

MOUTH

Figure from [Fischler & Elschlager 73]



Constellation models
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Weber, Welling & Perona (2000), Fergus, Perona & Zisserman (2003)



Pictorial structure model

Fischler and Elschlager(73), Felzenszwalb and Huttenlocher(00)

Prp, P, m) “ | L2 2l [ Prame))
i.] 1 ; \
part geometry part appearance



Discriminatively trained part-based models
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P. Felzenszwalb, R. Girshick, D. McAllester, D. Ramanan, "Object Detection
with Discriminatively Trained Part-Based Models," PAMI 2009



http://www.ics.uci.edu/~dramanan/papers/latentmix.pdf

History of ideas In recognition

1960s — early 1990s: the geometric era
1990s: appearance-based models
Mid-1990s: sliding window approaches
Late 1990s: local features

Early 2000s: parts-and-shape models
Mid-2000s: bags of features

Svetlana Lazebnik



Bag-of-features models

Svetlana Lazebnik



Bag-of-features models

Bag of
‘words’

Object

Svetlana Lazebnik



Objects as texture

« All of these are treated as being the same

* No distinction between foreground and
background: scene recognition?

Svetlana Lazebnik



Origin 1: Texture recognition

« Texture is characterized by the repetition of basic elements
or textons

* For stochastic textures, it is the identity of the textons, not
their spatial arrangement, that matters

Julesz, 1981; Cula & Dana, 2001; Leung & Malik 2001; Mori, Belongie & Malik, 2001;
Schmid 2001; Varma & Zisserman, 2002, 2003; Lazebnik, Schmid & Ponce, 2003



Origin 1: Texture recognition

- histogram
T —

OAN =B NEE GERNT
Universal texton dictionary

i

I . .
OANESEN®NMmFE 6N

. —Y III
=i I

OANESEE SN mFE &N

Julesz, 1981; Cula & Dana, 2001; Leung & Malik 2001; Mori, Belongie & Malik, 2001;
Schmid 2001; Varma & Zisserman, 2002, 2003; Lazebnik, Schmid & Ponce, 2003



Origin 2: Bag-of-words models

* Orderless document representation: frequencies of words
from a dictionary saiton & mcGill (1983)



Origin 2: Bag-of-words models

* Orderless document representation: frequencies of words
from a dictionary saiton & McGil (1983)

2007-01-23: State of the Union Address
George W. Bush (2001-)

ahandon accountable affordable afghanistan africa ally anbar armed army baghdad bless challenges chamber chaos
choices civilians coalition commanders commitment confident confront congressman constitution corps debates deduction

deficit deliver democratic deploy dikembe diplomacy disruptions earmarks eCC)nomy einstein €lections eliminates
expand extremists failing families freedom fuel funding god haven ideology immigration impose

L
insurgents iran ] ra q islam julie lebanon love madam marine math medicare neighborhoods nuclear offensive

palestinian payroll anda radical regimes resolve retreat rieman sacrifices science sectarian senate

te rro ri Sts threats uphold victory

violence violent WAl washington weapons wesley

US Presidential Speeches Tag Cloud
http://chir.ag/phernalia/preztags/



Origin 2: Bag-of-words models

* Orderless document representation: frequencies of words
from a dictionary saiton & mcGill (1983)

2007-01-23: State of the Union Address

abandon
choices d

expand

TNsUrger

palestini

George W. Bush (2001-)

1962-10-22: Soviet Missiles in Cuba
John F. Kennedy (1961-63)

abandon achieving adversaries aggression agricultural appropriate armaments @ ITS assessments atlantic ballistic berlin

buildup burdens college commitment communist constitution consumers cooperation erisis Ccu b da dangers

= deficit depended disarmament divisions domination doubled E‘COI’IOITI'iC education
elimination emergence endangered equals eUrope expand exports fact false family forum frE‘E‘dom fulfill gromyko
halt hazards hemiﬁphere hospitals ideals independent industries inflation labor latin limiting ministe missiles
modernization neglect nUClear nas obligation observer Offens'ive peril pledged predicted purchasing quarantine quote

recession reje ' retaliatory safeguard sites solution SOV.I et space spur stability standby St reﬂgth

surveillance tax treaty undertakings unemployment Wal warhead Weapons welfare western widen withdraw

US Presidential Speeches Tag Cloud
http://chir.ag/phernalia/preztags/



Origin 2: Bag-of-words models

* Orderless document representation: frequencies of words
from a dictionary saiton & mcGill (1983)

2007-01-23: State of the Union Address

George W. Bush (2001-)

abandon

) 1962-10-22: Soviet Missiles in Cuba
choices John F. Kennedy (1961-63)

1941-12-08: Request for a Declaration of War
Franklin D. Roosevelt (1933-45)

abandoning acknowledze aggression aggressors airplanes armaments armed army assault assembly authorizations bombing
britain british cheerfully claiming constitution curtail december defeats defending delays democratic dictators discdose

economic empire endanger faCtS false forgotten fortunes france freedom tulfilled futtness fundamental gangsters
german germany god guam harbor hawaii hemisphere hint hitler hostilities immune improving indies innumerable

invasion 15l@ands isolate ] a p a n ese labor metals midst midway NaVY nazis obligation offensive

officially paCTﬁC partisanship patrintism pearl peril perpetual philippine preservation privilege reject
repaired r@sisting retain revealing rumors seas soldiers speaks speedy stamina strength sunday sunk supremacy tanks taxes

treachery true tyranny undertaken victory Wa r wartime washington

US Presidential Speeches Tag Cloud
http://chir.ag/phernalia/preztags/



Bag-of-features steps

1. Extract features

Learn “visual vocabulary”

Quantize features using visual vocabulary
Represent images by frequencies of “visual words”

> W N




1. Feature extraction

» Regular grid or interest regions
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1. Feature extraction

Compute

descriptor Normalize
patch

Detect patches

Slide credit: Josef Sivic



1. Feature extraction

Slide credit: Josef Sivic



2. Learning the visual vocabulary
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Slide credit: Josef Sivic



2. Learni

ng the visual vocabulary
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Slide credit: Josef Sivic



2. Learni

ng the visual vocabulary

Visual vocabulary
O
O
®
L X
®
® Clustering
® o

Slide credit: Josef Sivic



K-means clustering

« Want to minimize sum of squared Euclidean
distances between points x; and their
nearest cluster centers m,

D(X,M) = Z Z(Xi _mk)2

clusterk pointiin
clusterk

Algorithm:
« Randomly initialize K cluster centers

* |terate until convergence:

« Assign each data point to the nearest center

« Recompute each cluster center as the mean of all points
assigned to it



Clustering and vector quantization

* Clustering is a common method for learning a

visual vocabulary or codebook

« Unsupervised learning process

« Each cluster center produced by k-means becomes a
codevector

« Codebook can be learned on separate training set

* Provided the training set is sufficiently representative, the
codebook will be “universal”

* The codebook is used for quantizing features

« A vector quantizer takes a feature vector and maps it to the
Index of the nearest codevector in a codebook

« Codebook = visual vocabulary
 Codevector = visual word



Example codebook
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Visual vocabularies: Issues

 How to choose vocabulary size?

« Too small: visual words not representative of all patches
« Too large: quantization artifacts, overfitting

« Computational efficiency

* Vocabulary trees
(Nister & Stewenius, 2006)




But what about layout?
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All of these images have the same color histogram



Spatial pyramid
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Compute histogram in each spatial bin



Spatial pyramid representation

« Extension of a bag of features
» Locally orderless representation at several levels of resolution

level O

Lazebnik, Schmid & Ponce (CVPR 2006)



Spatial pyramid representation

« Extension of a bag of features
» Locally orderless representation at several levels of resolution

level O level 1

Lazebnik, Schmid & Ponce (CVPR 2006)



Spatial pyramid representation

Extension of a bag of features
Locally orderless representation at several levels of resolution

level O
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level 1

Lazebnik, Schmid & Ponce (CVPR 2006)

level 2




Scene category dataset
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open country mountain forest

Multi-class classification results
(100 training images per class)

Weak features Strong features
| Single-level =~ Pyramid | Single-level = Pyramid
45.3 £0.5 72.2 £0.6

53.6 £0.3  56.2 0.6 | 779 £0.6  79.0 £0.5
61.7+06  64.7x+0.7 | 794 +0.3  81.1 £0.3
63.3+0.8 668 +0.6 | 77.2+0.4  80.7 £0.3

bllblllb



Caltech101 dataset

http://www.vision.caltech.edu/Image Datasets/Caltechl0l/Caltechl0l.html

Multi-class classification results (30 training images per class)

Weak features (16) Strong features (200)
| Single-level ~ Pyramid | Single-level = Pyramid

13 0.9 41.2 1.2
314 =1.2 328 £1.3 | 55.9=+0.9 57.0 £0.8

472 +1.1 493 +14 | 63.6 0.9 64.6 0.8
522 4+0.8 54.0 £1.1 | 60.34+0.9 64.6 £0.7




Bags of features for action recognition

Space-time interest points

HEEENNNATITINIENEERAL walking
LARAID |
ITTEREET 1 jogsing
FEEE "'-___ hand waving
§ A3 .“‘ W .= hand clapping

m o THARERNRRMNYN Y s mmmmaygy

Juan Carlos Niebles, Hongcheng Wang and Li Fei-Fei, Unsupervised Learning of Human
Action Categories Using Spatial-Temporal Words, IJCV 2008.



http://vision.stanford.edu/niebles/humanactions.htm

History of ideas In recognition

1960s — early 1990s: the geometric era
1990s: appearance-based models
Mid-1990s: sliding window approaches
Late 1990s: local features

Early 2000s: parts-and-shape models
Mid-2000s: bags of features

Present trends: combination of local and global
methods, data-driven methods, context, deep
learning

Svetlana Lazebnik



